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What is OpenACC?

It is a directive based standard to allow developers to 

take advantage of accelerators such as GPUs from 

NVIDIA and AMD, Intel's Xeon Phi, FPGAs, and even DSP 

chips.



Directives

Program myscience

... serial code ...

!$acc kernels

do k = 1,n1

do i = 1,n2

... parallel code ...

enddo

enddo

!$acc end kernels

...

End Program myscience

CPU GPU

Your original 

Fortran or C code

OpenACC

Compiler

Hint

Simple compiler hints from coder.

Compiler generates parallel 

threaded code.

Ignorant compiler just sees some 

comments.



Familiar to OpenMP Programmers

main() {

double pi = 0.0; long i;

#pragma omp parallel for reduction(+:pi)

for (i=0; i<N; i++)

{

double t = (double)((i+0.05)/N);

pi += 4.0/(1.0+t*t);

}

printf(ñpi = %f\nò, pi/N);

}

CPU

OpenMP

main() {

double pi = 0.0; long i;

#pragma acc kernels

for (i=0; i<N; i++)

{

double t = (double)((i+0.05)/N);

pi += 4.0/(1.0+t*t);

}

printf(ñpi = %f\nò, pi/N);

}

CPU GPU

OpenACC

More on this later!



How Else Would We Accelerate Applications?

Applications

Libraries

òDrop-inó 

Acceleration

Programming 

Languages

(CUDA)

OpenACC

Directives

Maximum

Flexibility

Incrementally 

Accelerate

Applications



Key Advantages Of This Approach

High-level.  No involvement of OpenCL, CUDA, etc.

Single source.  No forking off a separate GPU code.  Compile the same program for 

accelerators or serial; non -GPU programmers can play along.

Efficient.  Experience shows very favorable comparison to low -level implementations 

of same algorithms.

Performance portable.  Supports GPU accelerators and co -processors from multiple 

vendors, current and future versions.

Incremental.  Developers can port and tune parts of their application as resources 

and profiling dictates. No wholesale rewrite required.  Which can be quick.



True Standard

Full OpenACC 1.0 and 2.0 and now 2.7 specifications available online

http://www.openacc - standard.org

Quick reference card also available and useful

Implementations available now from PGI, Cray, CAPS and GCC.

GCC version of OpenACC started in 5.x, but use 9.1 or soon 10.x

Best free option is very probably PGI Community version:

http://www.pgroup.com/products/community.htm



Resources 
https://www.openacc.org/resources

Success Stories
https://www.openacc.org/success-stories

Events
https://www.openacc.org/events

OPENACC Resources
Guides ɻTalks ɻTutorials ɻVideos ɻBooks ɻSpec ɻCode Samples ɻTeaching Materials ɻEvents ɻSuccess Stories ɻCourses ɻSlack ɻStack Overflow

Compilers and Tools 
https://www.openacc.org/tools

FREE 

Compilers

https://www.openacc.org/resources
https://www.openacc.org/success-stories
https://www.openacc.org/events
https://gcc.gnu.org/wiki/OpenACC
https://www.openacc.org/tools
https://www.pgroup.com/products/community.htm


Sunway TaihuLight

#1 Top 500, June 

2016

NEW PLATFORMS
GROWING 

COMMUNITY

Á 6,000+ enabled 
developers

Á Hackathons constantly

Á Diverse online 
community

Á Five of 13 CAAR 

codes using 

OpenACC

Á Gaussian ported to 

Tesla with OpenACC

Á FLUENT using 

OpenACC in R18 

production release

PORTING 
SUCCESS

Serious Adoption



A Few Cases
Reading DNA nucleotide sequences

Shanghai JiaoTong University

Designing circuits for quantum 
computing

UIST, Macedonia

Extracting image features in real -
time

Aselsan

1 week

40x faster

3 directives

4.1x faster

HydroC- Galaxy Formation

PRACE Benchmark Code, CAPS

Real-time Derivative Valuation

Opel Blue, Ltd

Matrix Matrix Multiply

Independent Research 
Scientist

Few hours

70x faster

4 directives

6.4x faster

4 directives

16x faster

1 week

3x faster



A Champion Case

S3D:Fuel Combustion

Design alternative fuels with 
up to 50% higher efficiencyTitan

10 days

Jaguar

42 days

Modified <1% 
Lines of Code

4x Faster

15 PF!  One of fastest 

simulations ever!


