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The Pittsburgh Supercomputing Center
provides university, government

and industrial researchers with access
to several of the most powertul systems
for high-performance computing,
communications and data-handling
available to scientists and engineers
nationwide for unclassified research.
PSC advances the state-of-the-art

in high-performance computing,
communications and informatics and
offers a flexible environment for solving
the largest and most challenging problems
in computational science. As a leading
partner in the TeraGrid, the National
Science Foundation’s program to provide
a coordinated national cyberinfrastructure
for education and research, PSC works with
other TeraGrid partners to harness the full
range of information technologies to enable
discoveryin U.S. science and engineering.

—

WWW.PSC.EDU | |412-268-4960
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FOREWORD FROM THE DIRECTORS

his year’s report on research at the
T Pittsburgh Supercomputing Center finds

us on the cusp of a transformative leap
in the technology of computational science.
After installing a large shared-memory system
in March, we learned in April that the National
Science Board approved our proposal to
implement a powerful, new petascale-level,
shared-memory system (see p. 4). The next
years will be exciting for all of us at PSC as
we work to bring this latest of many PSC
first-of-their-kind systems into being as a
powerfully productive tool in the advancement
of U.S. science and engineering.

Once again, we're pleased to highlight
some of the recent work at PSC. Two structural
biology projects exemplify the remarkable
insights facilitated through computational
simulation and modeling at the level of
biomolecules. Alex MacKerell teamed up
with his experimentalist colleague Paul Shapiro
for some exciting work on ERKs (p. 18], enzymes
involved in many aspects of cell function that
have been implicated in various cancers.
MacKerell's computations identified a list
of compounds with potential to inhibit some
of these cancer-inducing ERK-regulated
pathways, and Shapiro’s lab work confirmed
that 10 of these compounds show ability to
limit cancer growth in vivo. They have applied
for patents on these compounds.

Maria Kurnikova at Carnegie Mellon
models ion channels, and her recent insights
into the glutamate receptor (p. 22), a structure
that controls transmission of glutamate, the
most prevalent neurotransmitter in the central
nervous system, suggest possibilities for
new drug design.

The Quake Group at Carnegie Mellon has
evolved their abilities to simulate earthquake
soil vibration as computational technology
has advanced. In recent work, they created
an award-winning animation from PSC
computations, and in collaboration with the
Southern California Earthquake Center they
carried out an important validation study
among three different strategies for earthquake
modeling (p. 26).
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and Ralph Roskies,
PSC co-scientific directors.

Michael Levine >

Over the past 20 years, PSC has contributed
to a number of corporate-research projects,
including ALCOA's “lightweighting” of beverage
cans and aluminum car design, turbine designs
for Westinghouse, and tundish mixing for
United States Steel. This year we report on
two corporate projects in product development
(p. 30) — a novel catheter design and sunglasses
that change color automatically — singled
out by the Council on Competitiveness
as exemplifying how high-performance
computing can accelerate time-to-market
for new products.

The Joannopoulos group at MIT has done
path-breaking work in physics at PSC for many
years, making major contributions to the new
field of photonics. In recent work (p. 34), they've
developed a numerical approach that has
allowed them to produce fascinating insights
into a quantum property known as the Casimir
force. This work has potential to facilitate
breakthroughs in nano-engineering.

Alexei Kritsuk and colleagues at the
University of California, San Diego did massive
computations on PSC’s BigBen and other
TeraGrid resources. This work produced new
understanding of turbulence as it affects
compressible hypersonic flows, such as occur
in the hydrogen-dense clouds of space where
stars form (p. 38).

PSC continues to be an important resource
for research in Pennsylvania (p. 6) and, through
the Super Computing Science Consortium
(p. 8), we help to promote economic developm
in southwest Pennsylvania and West Virginia
and important work at NETL and elsewhere
on development of clean-fuel technologies.

This publication testifies to the skill,
experience and hard work of the PSC staff.
We salute them in this work. All of us are
grateful for the support we receive from the
National Science Foundation, the U.S.
Department of Energy, the National Center
for Research Resources of the National
Institutes of Health, the Commonwealth
of Pennsylvania and many others.
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Michael Levine Scientific Director
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Ralph Roskies Scientific Director
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Creating National Cyberinfrastructure: PSC & TeraGrid

Supercomputing in Pennsylvania

The Super Computing Science Consortium

Research Notes & Highlights

PROJECTS 2008: CONTENTS

STRUCTURE OF PROTEINS & DNA
Crossroads To Cancer

Opening the Glutamate Gate

EARTHQUAKE MODELING
Shake,)Rattle and Roll

CORPORATE RESEARCH
A Better Stroke Buster & Smart Shades

QUANTUM PHYSICS
Attractive Repulsion

EVOLUTION & STRUCTURE OF THE UNIVERSE
Cooking Stars at Mach 6

IN PROGRESS

Painkiller Snails, Shared-Memory Poker, To Stop the Pandemic,
Hitting the Fight-or-Flight Target, Attracting Future Scientists,
Kids and Adults Say “Wow"
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The TeraGrid is the world's most comprehensive
distributed cyberinfrastructure for open scientific
research. As a major partner in this National Science
Foundation program, PSC helps to shape the vision

and progress of the TeraGrid.

ULTRAVIOLET: ALMOST VISIBLE

The National Science Board in April authorized

NSF to award grants for PSC to acquire and operate
alarge-scale system based on Silicon Graphics’ newest
shared-memory architecture, called Project Ultraviolet.
With this system — to be integrated into the TeraGrid —
PSC will help lead U.S. scientists and engineers into
the next generation of scientific computing.

PSC’s Project Ultraviolet-based system will
comprise more than 100,000 Intel next-generation
cores — creating a shared-memory system of
unprecedented scale (more than 100 terabytes),
which will significantly extend TeraGrid capability
for data-intensive and non-traditional applications,
such as epidemiological modeling, machine learning
and game theory.

An advanced Silicon Graphics high-bandwidth,
low-latency interconnect called NUMAlinks will

link the processors, providing both shared-memory

support and acceleration for message-passing among Because PS( s aysteriic aichared memomyceiom
rocessors that will enhance scalability. The mass- e :
p S - Y : - : it will complement the others and extend the capability
storage system will incorporate an innovative disk/file

system called ZEST, developed at PSC, (see sidebar,
PSC Awards for Innovation).

available to U.S. scientists and engineers.
Delivery of the new system will begin

in fall . Earlieri , BSEpl
The new system is one of three being E e sl ) Prans

to install 11 prototype for testi
implemented nationally through an NSF initiative S deae 0 el

BB . S g and optimizing of application software
to provide “petascale” computing for science ;
; ; to run on the new architecture.
and engineering by 2010. Petascale refers to
supercomputers that can operate at “petaflop” levels
of performance — a quadrillion (10') calculations
per second, roughly equivalent to about 100,000
of the latest laptop systems. The other two new Jim Kasdorf, PSC director -
NSF systems are distributed-memory architecture. of special projects
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POPLE & SALK:
NEW SHARED-MEMORY SYSTEMS

In March, PSC took delivery of two new Silicon
Graphics Altix® 4700 systems. One, named
“Pople” — for Nobel-Prize-winning chemist John
Pople — features 768 processors, 1.5 terabytes of
memory and peak performance of 5.0 teraflops.
Pople became a TeraGrid production resource in
July, substantially increasing the “shared memory”
capability available through NSF for U.S. science
and engineering research.

The other, named “Salk” for Jonas Salk,
was acquired with support from NIH's National
Center for Research Resources for NRBSC, PSC’s
biomedical program. Salk
features 144, processors and 288
gigabytes memory and is devoted
exclusively to biomedical
research. “To make a system
of this scale openly available
for biomedical research is
unprecedented,” said NRBSC
director Joel Stiles.

Both new systems feature
shared memory, which means
that the system’s main memory
can be directly accessed from
all processors, as opposed to
distributed memory (in which
each processor’s memory
is directly accessed only by
that processor). Because all
processors share a single view
of data, a shared memory system
is relatively easy to program.
The usability features of these
two new systems have attracted
new researchers in work involving
data-analysis, computer science

and other projects.

PSC’S ZEST & NRBSC WIN AWARDS
FOR INNOVATION

Last November at the Supercomputing 2007
conference in Reno, Nevada, HPCwire, a leading
electronic news outlet for high-performance computing
and communication, awarded two of its 2007 Reader’s
Choice Awards for innovation to PSC:

* The National Resource for Biomedical Supercomputing,
PSC'’s biomedical research program (see p. 8, won for
“Most Innovative Use of HPC in the Life Sciences,” and

PSC AND TERAGRID

PSC is actively involved in TeraGrid
leadership. Scientific director Ralph
Roskies serves on the executive steering
committee of the Grid Infrastructure
Group that guides TeraGrid. Co-
scientific director Michael Levine is
PSC’s representative to the TeraGrid
Forum — TeraGrid’s principal decision-
making group.

Other PSC staff with TeraGrid
leadership roles include Sergiu
Sanielevici, Area Director for User
Support and Jim Marsteller, head of
PSC’s security, who chairs the TeraGrid
Security Working Group. Laura
McGinnis plays a lead role in TeraGrid
education, outreach and training (EOT)
activities. PSC director of systems
and operations, J. Ray Scott, leads the
TeraGrid effort in Data Movement, and
PSC director of strategic applications,
Nick Nystrom, leads the TeraGrid
Extreme Scalability Working Group,
which fosters planning to meet the
challenges of deploying extreme-scale
resources into the TeraGrid.

PSC staff members
serve on all of TeraGrid’s
working groups.

< David Moses, PSC
oversees the day-to-d

o ZEST, a PSC-developed file system that facilitates
scientific computing on very large-scale (petascale)
systems, won for “Most Innovative HPC Storage
Technology or Product.”

Developed by PSC's advanced systems group, ZEST
is a distributed file-system infrastructure that vastly
accelerates write bandwidth, achieving more efficient
backup reliability (higher “checkpointing bandwidth”)
than any other program available.

Y&
&,

TeraGrid®

TERAGRID RESOURCE
PROVIDERS

Indiana University

Louisiana Optical
Network Initiative

National Center
for Supercomputing
Applications

National Center for
Atmospheric Research

National Institute for
Computational Sciences

Oak Ridge National
Laboratory

Pittsburgh
Supercomputing Center

Purdue University
San Diego
Supercomputer Center

Texas Advanced
Computing Center

The University
of Chicago/Argonne
National Laboratory

of PSC'’s scientific and technological staff.

& PSC staff whose
work contributes
to TeraGrid include

(Lto r):

Anirban
Philli
McGinn
Marcela M
Nystrom (
Shawn ;

er, Shandr

s, James
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With Commonwealth of Pennsylvania support,

PSC provides education, consulting, advanced

network access and computational resources

to scientists and engineers, teachers and students
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K-12 SCIENCE EDUCATION

PSC’s K-12 programs to help prepare technology-ready
workers and a science-literate populace continued
this year. PSC’s K-12 workshops trained 120 science

teachers in 32 school districts in Western Pennsylvania.

In December 2006, the Heinz Endowments
Education Program awarded $150,000 to support
PSC’s CAST (Computation and Science for Teachers)
workshops, which kicked-off the 2008-09 school year
with a weeklong workshop in June. Thirteen teachers
learned to use software that implements the basics of
mathematical modeling in the classroom. Lunchtime
talks featured PSC scientists Nathan Stone and Shawn
Brown and a talk about the pressing need for science
education from Carnegie Mellon vice-provost for
education Indira Nair.

PSC also extended its CMIST (Computational
Modules in Science Teaching) program this year with
anew module on atomic and molecular movements.
Developed by PSC’s National Resource for Biomedical
Supercomputing (p. 10), CMIST creates complete
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dy, PSC manager of

inates PSC'’s programs
of corporate research, educ
community outreach in Pennsylvania.

tr'ammg‘ ana tnis year

ation & a two-day workshop for

N7

teaching modules in subject areas based on recent
research at PSC (see p. 46). Together, CAST and
CMIST offer an approach to secondary science that
includes both specific computational modules (CMIST)
and a general framework for computational science

disciplines (CAST).

PSC MENTORS
STUDENT-SCIENCE WINNERS

Several Pittshurgh-area high-school and college

students received recognition for their science projects

at the third annual conference of the TeraGrid, NSF's

program of cyberinfrastructure

for U.S. science and education, June 9-13 in Las Vegas.
Matthew Stoffregen, a junior at Woodland

Hills High, won a competition called “The Impact of

Cyberinfrastructure on Your World,” which invited

students to showcase ways in which cyberinfrastructure

will affect human communities. Three of six entries



7

am Verma,
yrell Ferguson

x Hutchinson, ¢

1 Bemley (front),

'G ‘08 Student Winners (L to r): \

Cadeal Chase, Hari Seshadri, Bry

and Jessica Travierst

nationwide were from the Pittsburgh region,
including two university students who work at PSC.
Shivam Verma, of North Allegheny School District,
placed second and Srihari Seshadri, a Franklin
Regional Senior High student and PSC student
employee, came in third.

In a second competition, “TeraGrid Student
Research,” students described the benefits of grid
computing. Maxwell Hutchinson, a PSC student
programmer and Carnegie Mellon undergrad,
came in second for his work with solenoids.

“This an impressive performance,” said
PSC’s Laura McGinnis, manager of data information
and resource services, who recruited and mentored
area students in the TeraGrid competitions.

“It represents a head start for this area in
producing cyber-savvy individuals who will
help to generate technological innovations
and future economic growth.”

COMMUNITY OUTREACH

PSC staff have taken part in numerous community
outreach programs, both locally and nationally.
For the first time this year, PSC was a bronze
sponsor of the Pittsburgh Regional Science and
Engineering Fair, where Matthew Stoffregen of
Woodland Hills and Srihari Seshadri of Franklin
Regional, also recognized at TeraGrid o8,
received PSC awards for effectively incorporating
computation into their projects. PSC also exhibited
at the SciTech Spectacular at the Carnegie
Science Center in October 2007. This event
fosters understanding of science and technology
among middle and high school students. PSC’s
booth featured activities that demonstrate how
supercomputing can generate interest in science.

Through SC? (p. 8) and the PSC networking
group (p. 12), Evergreene Technology Park in Greene
County provides companies with access to PSC
resources. PSC coordinated economic development
outreach programs through Keystone Innovation
Zones in Indiana, Johnstown, Fayette Country and
Waynesburg.

The networking group worked with eight
Pennsylvania Intermediate Units in support of
E-Fund applications to provide wide-area network

connectivity and access to educational resources
on Internetz. PSC’s network staff also coordinated
K-20 outreach activities with MAGPI, the
Philadelphia-based network hub, leveraging their
well-developed K-20 programs.

PRIVATE-SECTOR & UNIVERSITY
RESEARCH

The Council on Competitiveness, a Washington,

DC organization of business, labor, academic and
governmental leaders who focus on private-sector
competitiveness, this year featured three of PSC’s
corporate-partner research projects in case studies

(funded by NSF) that promote the use of high-
performance computing to facilitate innovation

in product development (see p. 30).

Research by university scientists in

Pennsylvania supported by PSC is exemplified

by several projects in this booklet:

Turbulent Combustion: Peyman Givi, University of Pittsburgh (p. 9).

Understanding the glutamate receptor: Maria Kurnikova
& Tatyana Mamonova, Carnegie Mellon University (p. 22).

Earthquake soil vibrations: Jacobo Bielak & David 0'Hallaron,

Carnegie Mellon University (p. 26).

Game theory: Tuomas Sandholm & Andrew Gilpin, Carnegie

Mellon University (p. 43).

Epidemiological Modeling: University of Pittsburgh Graduate

School of Public Health & PSC (p. 44).

RESEARCH AT PENNSYLVANIA
COLLEGES & UNIVERSITIES,
2007-2008

From July 1, 2007 through

June 30, 2008, PSC provided
7.4-million processor hours

to 779 Pennsylvania researchers.
PSC workshops in high-
performance computing reached
240 Pennsylvania grad and
undergrad students. This usage
includes more than 200,000
hours of new-user allocations
on PSC’s Ben system (now
decommissioned] along with
6.9-million hours on PSC’s lead
system, the 4,096 processor
Cray XT3, BigBen. If purchased
from a commercial provider, this
computing time would be valued,

conservatively, at over $7-million.

The following Pennsylvania
universities and colleges used

PSC resources during this period:

Allegheny-Singer
Research Institute

Bryn Mawr College
Bucknell University
Cabrini College

Carnegie Mellon University

Cedar Crest College

Cheyney University
of Pennsylvania

Drexel University

Duquesne University

Franklin and Marshall College
Immune Tolerance Network

Indiana University of
Pennsylvania (all campuses)

Juniata College
Lehigh University
Lock Haven University

Pennsylvania State University
(all campuses)

Shippensburg University
of Pennsylvania

Temple University
University of Pennsylvania

University of Pittsburgh
(all campuses)

University of the Sciences
in Philadelphia

Ursinus College
Villanova University
Waynesburg College

Widener University
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Pennsylvania-West Virginia partners in development

of clean power technologies.

Formed in 1999 and supported by the U.S.
Department of Energy, the Super Computing
Science Consortium is a regional partnership
of research and educational institutions in
Pennsylvania and West Virginia. (SC)? provides
intellectual leadership and advanced computing
and communications resources to solve problems
in energy and the environment and to stimulate
regional high-technology development
and education.

Through (SCJ?, Evergreene Technology
Park in Greene County provides a resource
that supports and encourages companies
to collaborate with local universities in southwest
Pennsylvania and West Virginia and to have
(SC)? co-chairs Lynn Layman, PSC (left) access to PSC.

& Bob Romanowsky, NETL Since the spring of 2000, a high-speed
network — the first fiber-optic service to
Morgantown, West Virginia — has linked the
National Energy Technology Laboratory (NETL)
campuses in Morgantown and Pittsburgh with
PSC, facilitating NETL collaborations. Researchers
at NETL and WVU have actively used this link
to tap PSC computational resources.

HIGH-FIDELITY SIMULATION
OF TURBULENT COMBUSTION

Life in the 21st-century runs on electricity, which
comes from turbines — jet engines bolted to the floor.

In gas turbines, combustors ignite fuel and blast hot,

city propulsion, and ga

PR e O e T pressurized gas to do the turning work that produces
Meaal to Givi Tor aeveto 10 S method

megawatts of electricity. High efficiency — as complete
as possible conversion of raw energy into turbine
rotation — is the key not only to low emission
of pollutants, but also to the cost of electricity.
Small gains that slightly reduce cost per
megawatt translate to huge savings overall, and
turbine engineers measure efficiency in tenths
of a percent.

“High-fidelity simulation methodologies are
indispensable to modern gas-turbine design,”
says Peyman Givi, William Kepler Whiteford
Professor of Mechanical Engineering and
Materials Science (MEMS) at the University of
Pittsburgh. “Turbine engineers face significant
challenges to meet performance targets and
emission standards.”

PITTSBURGH SUPERCOMPUTING CENTER // 2008
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Byron Stauffer, > @i

Don Chappel, >
cutive

of Planning

The MEMS department at Pitt has long been
aleader in research on gas turbines, and through
(SC)?, Givi uses PSC resources to develop methods
for realistic simulation of gas-turbine combustion.
His group has implemented a proven numerical
method, large-eddy simulation (LES), with an
improvement called the filtered-density function
(FDF). “FDF is a novel means of implementing
LES in combustion systems,” says Givi. “The
primary advantage is that it accounts for the effects
of subgrid-scale chemical reactions in an exact
manner, regardless of the speed of reaction.”

Givi's team has used PSC’s BigBen, Rachel
and Pople to address some of the most demanding
problems in turbulent-combustion modeling. Givi
cites crucial support from PSC scientist Raghurama
Reddy. His group has applied LES/FDF to complex
geometries along with realistic combustion-
chemistry models. This approach is computationally
expensive and has presented a serious challenge
in parallel scalability. “Recently,” says Givi,

“we have innovated a parallelization strategy that
overcomes the performance bottlenecks, and we
have demonstrated scalability to massively parallel
architectures. With this development, LES/FDF
has proven to be a major tool for prediction

of engineering combustion problems.”

KEYSTONE
INNOVATION ZONE

The Keystone Innovation

» director,
na Country

Zone (KIZ) programisa -
Pennsylvania Department
of Community and
Economic Development

initiative focused on
e college and universities
ne County and their surrounding
areas. KIZ's provide
tax incentives and
funds to generate
job creation through
technology transfer and
entrepreneurship.

PSC helped to organize

two KIZ outreach efforts

in June. The first, June 4 at Indiana University of
Pennsylvania (IUP), was supported by the Indiana
and Johnstown KIZs. Approximately 15 people
from small businesses heard presentations on
NETL licensing and tech-transfer opportunities,
grant opportunities at PSC, Pennsylvania funding
for small business IT projects and KIZ tax credits.

Another outreach event, June 11 at the Waynesburg
Center for Research and Economic Development,
drew 44, participants.

PSC & (SC)*: RESEARCH
FOR CLEAN ENERGY

Since the 1999 founding of (SC)?, 51 (SC)*
researchers have used PSC systems for a range

of clean-energy related projects, using more than
5.4-million hours of computing time, over 500,000
hours within the past year.

THIS WORK INCLUDES:

Modeling an Operational Clean-Coal Power Plant
http://www.psc.edu/science/2007/coal/

Clean Liquid Fuel from “Syngas”
http://www.psc.edu/science/2006/sc2/

Fuel-Quality Hydrogen from Fossil Fuels
http://www.psc.edu/science/2005/sc2/

Gas from Black Liquor
http://www.psc.edu/science/2004/sc2/

Fluidized-Bed Combustion of Silane
http://www.psc.edu/publicinfo/netl/

Lean-Fuel Mixes in Next-Generation Power-
Generating Turbines
http://www.psc.edu/science/Richards/clean_power.html

A New Design for a Power-Generating Turbine
http://www.psc.edu/science/cizmas2002.html

v
Super
Computing
Science
Consortium

(SC)2 PARTNERS

National Energy
Technology Laboratory

Pittsburgh
Supercomputing Center

Carnegie Mellon
University

Duquesne University
University of Pittsburgh
Waynesburg University

West Virginia University
NASA Independent
Verification &
Validation Facility

The West Virginia
Governor’s Office

of Technology

MORE INFORMATION:
http://www.sc-2.psc.edu


http://www.psc.edu/science/2007/coal/
http://www.psc.edu/science/2006/sc2/
http://www.psc.edu/science/2005/sc2/
http://www.psc.edu/science/2004/sc2/
http://www.psc.edu/publicinfo/netl/
http://www.psc.edu/science/Richards/clean_power.html
http://www.psc.edu/science/cizmas2002.html
http://www.sc-2.psc.edu
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Computing for Biomedical Research

Established in 1987, PSC’s National Resource

for Biomedical Supercomputing (NRBSC) was

the first external biomedical supercomputing
program funded by the National Institutes of
Health (NIH). Along with core research at the
interface of supercomputing and the life sciences,
NRBSC scientists develop collaborations with
biomedical researchers around the country,

fostering exchange among experts in computational

science and biomedicine and providing
computational resources, outreach and training.
In October 2006, NRBSC received $8.5 million
from NIH’s National Center for Research
Resources (NCRR] to renew its work for five years.

“Over the past decade, computing has become
essential to almost all aspects of biomedicine,”
says PSC’s Joel Stiles, director of NRBSC, a
medical doctor who also holds a doctorate in
physiology. “Here at the NRBSC, we're developing

and distributing computational tools in simulation,

NRBSC BIOMEDICAL
COLLABORATIONS

Howard University

Janelia Farm,
Howard Hughes Medical

Albert Einstein College Institute
of Medicine : : :

2 Marine Biological
Carnegie Mellon Laboratory,
University e el

C Ll Universi
grnelltniversity Morgan State University

Duke University
Harvard University

North Carolina Central
University

National Leadership in High-Performance

visualization, and education that are helping
to transform our understanding of life and
disease.”

MORE INFORMATION :
http://www.nrbsc.org

COMPUTATIONAL SERVICE & TRAINING
Since NRBSC’s inception, PSC and NRBSC together

have provided access to computing resources for
more than 1,400 biomedical research projects
involving more than 4,200 researchers at 274,
research institutions in 4,6 states and two territories.
Among these are several projects featured in this
booklet (pp. 18 & 22).

NRBSC training activities reach hundreds of
scientists each year. More than 3,500 researchers
have participated in NRBSC workshops in such
areas as spatially realistic cell modeling, volumetric

The NRBSC team: (seated, L to r) Boris Kaminsky,

Pallavi Ishwad, Jenda Domaracki, [standingl Art Wetzel,
Jack Chang, Markus Dittrich, Troy Wymore, Christal Banks,
Alex Ropelewski, Joel Stiles, Adam Kraut, Greg Hood.

Not pictured: Hugh Nicholas and Jacob Czech

University of North
Carolina, Chapel Hill

Rockefeller University
The Salk Institute

i University
The Scripps /
Research Institute of Pittsburgh
i i i - Universit
University of California Y
at Davis J of Pittsburgh School
of Medicine

University of California

at San Diego University of Puerto Rico,

; . Medical Sciences Campus
University of Kansas


http://www.nrbsc.org

RESEARCH

NRBSC research focuses on three areas

of biomedicine that span many scales

of space and time: spatially realistic cell modeling,
large-scale volumetric visualization and analysis,
and computational structural biology.

SPATIALLY REALISTIC CELL MODELING centers on realistic >
3-D simulations of movements and reactions of molecules
within and between cells, to better understand physiological
function and disease. MCell, DReAMM and PSC_DX software

is developed at the NRBSC and used to model and visualize
events such as this image, which represents neurotransmitter

release in one dendritic spine.

data visualization and analysis, protein and DNA
structure, genome sequence analysis and biological
fluid dynamics.”

NRBSC participates in a range of
undergraduate and graduate training programs.

THESE INCLUDE:

A joint Carnegie Mellon and University of Pittsburgh
Ph.D. program in computational biology
(www.compbio.cmu.edu)

The Ray and Stephanie Lane Center for Computational
Biology at Carnegie Mellon (lane.compbio.cmu.edu)

The University of Pittsburgh Department
of Computational Biology (www.ccbb.pitt.edu)

The undergraduate Bioengineering & Bioinformatics
Summer Institute (www.ccbb.pitt.edu/bbsi),
sponsored by NRBSC, Carnegie Mellon, the University
of Pittsburgh, and Duquesne University, and funded
jointly by NSF and NIH.

K-20 SCIENCE OUTREACH

The NRBSC and PSC have developed innovative
Computational Modules In Science Teaching
(CMIST) for high school and undergraduate
biology, chemistry, physics, computer science

and math. CMIST modules bring critical concepts
to life in novel ways, using realistic models and
simulations with visually appealing, scientifically
accurate animations (see p. 46). NRBSC distributes
the modules online and on DVDs. They include
lecture slides, animations, lesson plans aligned to
national and state standards, worksheets and answer
keys. This year NRBSC developed a second CMIST
module on atomic and molecular movements,
bridging enormous space and time scales that are
important to biological systems. A third module

on enzyme structure and function is also currently

under development.

VOLUMETRIC >
VISUALIZATION using the
NRBSC's PSC_VB software enables

multiple users to share, view and analyze extremely large
datasets and time series obtained from light and electron
microscopes, CAT and MRI scanners, etc. This image from
an MRI dataset, viewed with PSC_VB's volume browser,
shows detailed structure of the left ventricle of a mouse
heart with an error range of less than 3-percent. Mice
hearts are frequently used in cardiac research, and this
high degree of accuracy facilitates extended duration
studies of cardiac development and recovery after injury.

NRBSC STRUCTURAL BIOLOGY focuses on computational
tools used to determine the structure of proteins from
their amino acid sequence and development of quantum-
mechanical simulation methods for biomolecules such
as enzymes. This image shows the 3-D structure

of r-hpcdh, an enzyme that catalyzes a key reaction —

a coupled proton/hydride transfer. PSC-developed software
enables researchers to simulate enzyme reactions,

to reproduce experimental reaction rates and gain new
insight into enzyme function, which facilitates design

of new therapeutic drugs.


http://www.compbio.cmu.edu
lane.compbio.cmu.edu
http://www.ccbb.pitt.edu
http://www.ccbb.pitt.edu/bbsi
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Networking th

One of the leading resources in the world

for network know-how

PSC’s Advanced Networking group is one of the
leading resources in the world for knowledge about
networking. Through 3ROX (Three Rivers Optical
Exchange), a high-speed network hub, they provide
high-performance networking for research and
education. Their research on network performance
and analysis — in previous projects such as Web100
and the NPAD diagnostic server — has created valuable
tools for improving network performance nationally.

MORE INFORMATION:
http://www.psc.edu/networking/

3rex i

3ROX BRANCHES OUT:
PSC AND FIBERTECH OPEN NEW POP

Through 3ROX, PSC connects universities and public
schools in Pennsylvania and West Virginia to high-
performance networks, such as Internet2, which links
leading U.S. universities, corporations, government
research agencies, and not-for-profit networking
organizations.

This year 3ROX extended its connectivity in
southwest Pennsylvania by opening a second PSC
PoP (point of presence) in Fibertech’s new collocation
facility in Pittsburgh’s Allegheny Center Mall. At an
April kickoff event, PSC Director of Networking Wendy
Huntoon noted in brief remarks that the new PoP is
PSC’s first off-campus location, making connectivity
through 3ROX more cost-effective in providing
underlying support for economic growth in the
southwest Pennsylvania region.

Tm Devlin, program director of instructional
media services, Allegheny Intermediate Unit, described
the networking program of the Allegheny Intermediate
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Unit, 42 suburban school districts surrounding

the city of Pittsburgh. Optical fiber will link all

200 school buildings of all 42 districts and, through
the Allegheny Center Mall (ACM) PoP, connect back
to 3ROX, providing access to state-of-the-art
educational resources.

FiberTech Networks operates a Metropolitan
Wide Area Network in Pittsburgh that uses fiber
optic-based transport services. Available to local
businesses, the Allegheny Center Mall facility will
enable customers to meet their current and future

connectivity requirements with unlimited scalability.


http://www.psc.edu/networking/

3ROX MEMBERS

Universities

NLR Member Institutions

K-12 Institutions

Business

Government Laboratory

Other

NETWORK CONNECTIONS

National Research Networks

Other Network Connections

National Commodity Internet Networks

Pittsburgh Local Exchange Networks
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Networking the Future (continued)

< Matt Mathis, PSC senior
network engineering specialist.
A paper he co-authored 97
won the ACM SIGCOMM Test
of Time Award

ADVANCED NETWORK RESEARCH:
PSC NETWORK ENGINEER RECOGNIZED

Three organizations this year recognized PSC senior
network engineering specialist, Matt Mathis, for his
network research. Mathis has been a network engineer
at PSC since 1988, helping to lead such projects as
NPAD and Webioo and the related Netioo.

In August, the Special Interest Group on Data
Communication (SIGCOMM), of the Association for
Computing Machinery (ACM), notified Mathis that he
will receive their Test of Time Award. ACM SIGCOMM
is the leading forum for professional discussion of data
communications and computer networks. The award
recognizes Mathis’s 1997 paper, co-authored with
former PSC staff members Jamshid Mahdavi and Jeff
Semke and with Teunis Ott (then at Bellcore, now at the
New Jersey Institute of Technology), “The macroscopic
behavior of the TCP congestion avoidance algorithm,”
that was a foundation for Internet traffic control standards.

The paper was published in the ACM journal
Computer Communication Review. The Test of Time
Award honors papers from 10 to 12 years ago in
CCR deemed by a committee to be "an outstanding
paper whose contents are still a vibrant and useful
contribution today.”

In October, Cisco System’s Collaborative
Research Initiative presented an unrestricted gift
of $65,500 to Carnegie Mellon University to support
Mathis’s research proposal titled “Rebalancing
Internet Congestion Control.” The project will
explore the possibility of changing how the Internet
manages traffic. “Our goal,” says Mathis, “is to shift
responsibility for allocating network capacity from
the end-systems to the network itself, such that the
network can support the safe operation of diverse
control algorithms.”

The Cisco-funded research is related to the earlier
paper, explains Mathis: “The macroscopic model paper
was key to establishing the “TCP-friendly’ principle that
has guided Internet congestion control standards. The
Cisco funding intends to move the Internet beyond this
principle, to permit new standard network protocols

PITTSBURGH SUPERCOMPUTING CENTER // 2008

that are not bound to politely share the network
with legacy TCP.”

In September, BBN Technologies funded a PSC
proposal from Mathis for work on prototyping of
the NSF-sponsored GENI suite of network research
infrastructure. This work will proceed using a “spiral
development” approach in which simultaneous trials
will give rapid feedback to guide evolving designs.
Multiple competing approaches are funded, of which
Mathis’s work is one.

PSC’s directors and managers (L to r): Katherine Vargo,
manager of scientific computing systems; Cheryl Begandy,
outreach manager; David Kapcin, director of financial affairs;

Elvira Prologo, man ger of administration; Joel Stiles, director
of NRBSC; Bob S , PSC associate director; John Kochmar,
manager of high-performance computing facilities; Richard
Raymond, manager of use ipport; J. Ray Scott, director

of systems & operations; \ Huntoon, director of networking;
Sergiu Sanielevici, director of ntific applications & user
support. Not pictured: Nick Nystrom, director of strategic
applications; Laura McGinnis, manager of data & information
resource services; Janet Brown, manager of networking

A workshop underway in the PSC Computer Training
Center, the David W. Deerfield Il Training Center, equipped
with 30 “dual-boot” workstations and a projector for
overhead display of the instructor’s desktop.

N7

PITTSBURGH SUPERCOMPUTING CENTER
WORKSHOPS (2007-2008)

Hybrid Programming for Shared-Memory
and Clustered SMP Systems

Summer Institute in Bioinformatics
(for minority-serving institutions)

Computational Methods for Spatially-Realistic
Microphysiological Simulations

Parallel Computing
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STRUCTURE OF PROTEINS & DNA

CROSSROADS TO CANCER

Development of pathway-specific ERK inhibitors
through in silico analysis

Alexander MacKerell & Paul Shapiro, University of Maryland, Baltimore

STRUCTURE OF PROTEINS & DNA

OPENING THE GLUTAMATE GATE E

Binding determinants of glutamate with the glutamate
receptor binding domain

Maria Kurnikova & Tatyana Mamonova, Carnegie Mellon University

EARTHQUAKE MODELING

SHAKE, RATTLE AND ROLL

ShakeOut: Numerical simulations of a Mw 7.8 earthquake
in Southern California

N
[2]

Jacobo Bielak & David O'Hallaron, Carnegie Mellon University
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CORPORATE RESEARCH

A BETTER STROKE BUSTER
& SMART SHADES

Accelerating time-to-market in new-product research
and development

John Kalafut, Medrad, Inc.
Jun Deng & Michael Makowski, PPG Industries

QUANTUM PHYSICS

ATTRACTIVE REPULSION

Computation and visualization of Casimir forces
in arbitrary geometries

John Joannopoulos, Steven Johnson & Alex Rodriquez, Massachusetts Institute of Technology
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Cooking Stars at Mach 6

The statistics of supersonic isothermal turbulence

Alexei Kritsuk, Mike Norman, Paolo Padoan & Rick Wagner, University of California, San Diego
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CROSSROADS
TO CANCER

Computational tools allow University of Maryland

researchers to find compounds that inhibit

pathways to cancer

l

In the 1980s, scientists discovered

a fascinating family of powerful molecules
and gave them a long name: extracellular
signal-regulated kinases, or ERKs. Kinases
are enzymes, and while many kinases are
cellular workhorses that catalyze energy

transfers and keep the cell’s internal machinery

humming, ERKs in particular — as their name
suggests —respond to signaling molecules
from outside the cell that, in effect, relay
biochemical messages telling cells to grow,
die or change function.
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When all goes well, ERKs operate like a
network hub and routing system of astonishing
resourcefulness, receiving signals from a host
of molecules and transmitting information to
atleast 7o different cellular proteins. Because
this process works, cells grow and differentiate
into healthy tissue, networks of nerves
communicate, and the body’s immune system
springs into action when bacteria or other
pathogens invade.

But ERKs have a dark side. They can spark
the wild fire of cellular chaos. For reasons not
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fully understood — but often due to genetic
mutations in the proteins that signal ERKs,
some ERKs become over-energized and, in this
state, activate biochemical pathways that trigger
uncontrolled cell proliferation — disease states
we experience as various forms of cancer.

As scientists have learned more about these
processes, ERKs have become immensely
interesting to researchers; they are one

of the most promising targets available

for anti-cancer drugs.

The trick, notes University of Maryland,
Baltimore (UMB) biophysicist Alex MacKerell,
is to design “smart drugs” — drugs that can
block the over-energized ERKs while allowing
normal ERKs to go about their essential
cellular business. MacKerell, who directs the
Computer-Aided Drug Design Center of the
University of Maryland School of Pharmacy,
and his UMB biochemist colleague Paul Shapiro
have attacked this challenge with a formidable
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| Paul Shapiro, left

‘Alexander MacKerell, right
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one-two punch of computation and laboratory
experiments.

Over the last four years, with multi-
year support from the National Institutes
of Health and tens of thousands of hours
worth of computing on several PSC systems,
starting with LeMieux and evolving to BigBen,
MacKerell has applied powerful molecular-
search techniques. From millions of possible
candidates, he has identified about 100 drugs
that have potential to stop only the bad ERKs.

In laboratory studies, Shapiro has taken
the next step. Working from MacKerell's list
of candidates, he found several compounds
with the ability to stop malignant growth in a
variety of human cancer cells, including breast
and lung cancer. “We’re very optimistic,” says
MacKerell. “We have patents pending on some
of these compounds, and people in Paul’s lab
are testing more of them. Companies want to
talk to us about licensing.”

L 1}
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Crossroads
to Cancer

THE RIGHT HAND-HOLD

In recent years, researchers around the world have
confirmed ERKSs’ role in the generation of cancer. In
2001, for example, scientists working in Chicago, New
York and Israel found that one of the most used cancer-
fighting drugs, Taxol, has its effect through interaction
with ERKs. Such intriguing finds help to suggest the
prospect of drugs that selectively target particular sites
within the complexly coiled structure of ERKs.

You can think of a protein as a big machine with
many functions, says MacKerell, and some of them
may not be good. “You can break the machine in many
places, but that might mean you'd lose some of the good
things the machine does. So our job is to be extremely
specific about how we break the machine, and to do
that you have to understand exactly how the machine
is built, its precise shape.”

ERKSs, notes MacKerell, can be thought of
as a crossroad protein. They are activated by a
range of different signaling molecules and in
turn can communicate with (via a reaction called
“phosphorylation”) up to 70 different proteins.

PITTSBURGH SUPERCOMPUTING CENTER // 2008

“We want to block just a subset of those 70 proteins —

so that we block one pathway and not others. This work
falls into the realm of ‘chemical biology,” an important
area right now in biomedical research, and it helps us
to understand in detail how ERKs function.”

Across the atomic landscape of ERKs are épecific
places — “docking domains” — where other molecules
can link up. For ERKs, a partner protein first docks
and then a chemical change occurs at the ERK’s
“active site.” The method to MacKerell’s and Shapiro’s
madness is that experiments show different parts of the
docking domain link with different proteins.

“It’s like if you jump into a moving truck,” says
MacKerell. “You've got to latch onto it, and then you
can pull yourself in. Basically, 7o different proteins
can latch onto ERKs, and one part of an ERK is involved
in the latching on, and another part handles the
phosphorylation. And that hand-hold where proteins
latch on involves different parts of the ERK docking
domain for different proteins.”

Each of the hand-holds — better known as
binding pockets — represents the start of a distinctive
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biochemical pathway that controls a specific task in
cellular life. Finding these pockets is a first step. The
next is to find a compound that can fill the right pocket
and block a cancer-causing pathway. Ultimately, such
compounds have the potential to become new drugs
that can treat certain types of cancer.

THE PREDICTION BUSINESS

The trick is to find molecules that are the right size,
shape and electronic charge at the right places to latch
on and fill the pockets. This quest puts MacKerell
squarely into the prediction business, and it would

be impossible without computational tools. With
“molecular dynamics” — simulations that track the
atom-by-atom position of a molecule as it changes

its shape over time, MacKerell identifies likely
binding pockets.

The next step is to use this computer-drawn
blueprint to search through a database of small organic
compounds to find candidates that are likely fits to
a binding-pocket target. To match a single molecule
with a single binding-pocket within an ERK’s docking
domain requires screening nearly a million compounds
one-by-one. When a promising compound is found,
it takes up to 20 “docking runs” — computational
screens that test to see how snug is the fit, how well
the compound matches structurally and biochemically
with the pocket. Each of these runs can require up to
100-billion calculations.

IN PROGRESS //

From 100 compounds, 10 showed
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promise as molecules capable

of turning off taps of cancer

at their source.

Without massively parallel systems — such
as PSC’s BigBen — that make it possible to employ
hundreds of processors simultaneously, this
work would not be feasible. “What PSC does,”
says MacKerell, “by allowing us access to so many
processors, is make it possible for us to screen through
our database multiple times in a very short period
of time.” Searches that otherwise would take months
can be done in as little as a couple of hours.

When the data storm of the first round of
screening settled, MacKerell had found about 100
compounds worth focusing on — his best picks for
Shapiro to take into his laboratory for in vivo biological
testing with cancer cells. “Alex gave me a list of 100
or so compounds,” says Shapiro, “and I bought a small
amount of each of them. In my lab, we have several
cancer (cell) lines that we use for our preliminary
studies and then the most biologically active
compounds are tested in animal models. Here's where
we evaluated whether the compounds Alex predicted
could actually be useful by biological standards.”

From the original round of 100 compounds,
Shapiro found 10 that showed significant promise
as ERK inhibitors, molecules
capable of turning off taps

View from the interior of the ERK protein with a bound inhibitor (red), where the ribbons
represent the protein backbone and the mesh represents the protein surface.

of cancer at their source.

W 7 “It’s exciting,” says Shapiro
X7 e
IR, that some of these compounds
W are showing they have an
effect on stopping cancer
CH cell proliferation.”

Shapiro counts the
computer-based methodology
as highly “cost and person-

power effective.” His findings
to date led two years ago to
renewal of NIH support for

his work with MacKerell’s

lab. “Computational modeling
has identified a number of
compounds with biological
activity,” says Shapiro. “Some
of them are now under patent

\ protection.” (FS)

MORE INFORMATION

http://www.psc.edu/science/2008/erks.html


http://www.psc.edu/science/2008/erks.html
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Opening the
Glutamate Gate

Structure of the glutamate receptor’s ligand binding domain,
highlighting residues (red) that make connection across the
cleft. The central residue forms a bond within the binding
domain, stabilizing and locking the domain in the closed state.
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Maria Kurnikova, left

Tatyana Mamonova, right ®

OPENING

THE GLUTAMATE GATE

Simulations of the most prevalent receptor in the brain

provide new understanding of how it opens its “gate”

to fire neurons

In the time it takes you to read this
sentence, more than a million neurons will
transmit electrical impulses in your nervous
system — triggered by touching this page, or
using your eyes to make sense of the letters and
words. These impulses — set off by touch, sight,
sound and other stimuli — are relayed neuron-
to-neuron through the brain by tiny messenger
molecules called neurotransmitters.

You could think of a neurotransmitter
as a lightning-fast pony express rider leaving
St. Joseph, Missouri to get to Elwood, Kansas,
the next stop, in microseconds. The distance
between the two towns is like the synapse, the
gap between a sending and receiving neuron.
When the rider gets to Elwood, he hands his
mail pouch to the next rider, whom you could
think of as a receptor, a specialized protein
on the membrane of the message-receiving
neuron. As a neurotransmitter docks at a
receptor, the neuron beco<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>