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Foreword

At five years, the NSF Supercomputing Centers Program is having major impact on science and engineering in
the nation. More than 15,000 researchers from over 500 institutions from every state have used the facilities at the
national Centers. More than 7,000 papers have already been published based on work at the Centers. Increasingly
powerful networks link the national Centers, and they have been working together to present users across the
nation with increased and unified capability. This capability is enabling the country’s best scientists and engineers
to attack the pressing computational problems, the Grand Challenges, whose solution is crucial to our national
vitality and creativity. The success of the Centers has reinforced the perception of the national importance of High
Performance Computing and Communications, which has become one of the three federal initiatives in science.

PSC has been a leader in developing this new capability, articulating the heterogeneous systems that will charac-
terize future high performance computing systems. This year PSC was the first to install and use a high-speed link
(HiPPi) between its CRAY Y-MP and its Connection Machine and to develop applications which ran across both
machines. The paired system is often an order of magnitude more powerful than each component separately. PSC
has been a leader in developing the Andrew File System for a high performance computing environment, in develop-
ing three-dimensional metafiles for visualization, and in implementing gigabit networks.

PSC’s work in enhancing capability was recognized in two awards. Manfred Prammer from the University of
Pennsylvania worked with PSC consultants to develop code which ran on PSC’s Y-MP at over two gigaflops, for
which he won a Cray Gigaflop Award. Work by PSC scientific specialists, systems and communications staff on
genetic sequence analysis code for the distributed Cray-Connection Machine system was the leading non-European
awardee in the SuParCup Competition, sponsored by the University of Manheim.

The federal High Performance Computing and Communications Program correctly emphasizes the importance of
education. This year, PSC has broadened its outreach to include high schools, in addition to its usual efforts in
undergraduate, graduate and postgraduate education.

The benefits of high performance computing for national competitiveness will be accelerated by closer linkage
between the national Centers and the private sector. This year, DuPont and Chevron, American corporations with
considerable supercomputing experience, chose to affiliate with PSC to benefit from its expertise.

The real justification for the Centers is science. In this booklet, we outline a sampling of the diverse projects that
are being undertaken using the Pittsburgh Supercomputing Center facilities; they span Heaven and Earth, the
practical and the esoteric, and deal with life, disease, death and even unemployment.

It is exciting to be at a Center of this activity. We look forward to even more exciting developments in the years to
come.

[ e

Michael J. Levine, Scientific Director

Uil o

Ralph Z. Roskies, Scientific Director

Michael Levine (right) and Ralph Roskies, Scientific Directors of the
Pittsburgh Supercomputing Center, with the Center’s Connection Machine,
CM-2, at Westinghouse Energy Center, Monroeville, Pennsylvania.
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Pittsburgh Supercomputing Center at Five Years

New Technology: Pittsburgh Steps Forward

This year, five years down the road from its 1986 opening, marked the emergence of the Pittsburgh Supercomputing
Center as a leader in the development of new supercomputing technology. Two different research teams working on two
separate projects demonstrated that the much talked-about concept of heterogeneous computing is more than a fancy
idea. In Pittsburgh, heterogeneous computing works.

“For many of the important research efforts in this country, what we call the grand challenge problems,” says Michael
Levine, Scientific Codirector of the Center, “a major obstacle is that there’s not enough computing available to get the
answers we need.”

How to soup up supercomputing? How to squeeze more performance from computers that already represent the limits
of computing technology? A frequently proposed answer is heterogeneous computing — a computing environment in
which computers of different capability can do what each does best while communicating with each other in an
interconnected system.

Link, for instance, a top-of-the-line vector processor like the CRAY Y-MP and a massively parallel system like the
Center’s Connection Machine, CM-2. This can allow scientists to distribute their code between the two machines, so that
inherently serial parts run on the CRAY while parts of the problem amenable to parallel solution exploit the CM-2.

Established in 1986 with a grant from the National
Science Foundation supplemented by the Commonwealth
of Pennsylvania, the Pittsburgh Supercomputing Center
is a joint project of Carnegie Mellon University and the
University of Pittsburgh together with Westinghouse
Electric Corporation.

To date, more than 3700 scientists and engineers at
over 350 universities and research centers (red and green
dots) in 48 states have used the Center’s computing
resources to advance their research. This work has
resulted in nearly 1000 published papers in professional
science and engineering journals.

Researchers connect to the Center via regional electronic
networks that feed into NSFNET, a high-speed path-
way that links NSF supercomputing centers. Twenty-
eight universities (red dots) are Pittsburgh
Supercomputing Center Academic Affiliates (see back
page). Representatives from these campuses form the
Center’s main advisory body.

VW Pittsburgh Supercomputing Center
* Academic Affiliates |
Other User Institutions

CRAY Y-MP Usage by Discipline

@ Physics

@ Chemistry

B Materials Research

B Astronomical Sciences
B Engineering Sciences

@ Biological Sciences

B Mathematical Sciences
B Geosclences

@ Supercomputer Training
W Other Research

Beverly Clayton,
Executive Director ; !
of the Pittsburgh Supercomputing Center. 2

Jim Kasdorf, Director
of Supercomputing,
Westinghouse Electric
Corporation. Kasdorf
and his staff maintain
and operate the Center’s
supercomputers and
associated hardware in
the machine room
at Westinghouse Energy
Center, Monroeville, Pennsylvania.
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Two Distributed Applications

This is what Greg McRae and Robert Clay did to reduce computing time for “the assignment problem.” (See “Shared
Assignment,” p. 12). The two Carnegie Mellon researchers teamed with three Pittsburgh Supercomputing Center staff
members to split the application between the Y-MP and CM-2. In February, this team successfully linked the two computers
with a high-speed interconnection, the HiPPI (high-performance parallel interface) — the first time this much talked-about
possibility has been accomplished. Distributing the application code between the two machines with data transfer by way of the
HiPPI allowed test problems to be solved 10 times faster than is possible with either machine alone.

Another breakthrough in distributed computing came this year when a six-person team of Pittsburgh Supercomputing
Center scientists and analysts distributed code for the dynamic programming algorithm between the Y-MP and CM-2. “This
algorithm,” explains Hugh Nicholas, Biomedical Scientific Specialist, who coordinated the effort, “allows rapid and rigorous
comparison between particular sequences of genes and proteins and large gene and protein databases. It is the preferred
procedure for comparing newly sequenced genes and proteins with previously known sequences.”

Finding sequence similarities among biological molecules is one important way, for instance, of determining if diseases have
a genetic origin, and computerized search techniques can save months of expensive trial-and-error experimentation. The
heterogeneous computing approach developed by the Pittsburgh group takes 5 to 10
times less elapsed computing time than on the Y-MP alone. This project received a‘
international recognition as a 1991 prize-winner in the Mannheim SuParCup competi- E“
tion for innovative use of parallel computing, sponsored by the University of
Mannheim, Germany.

Andrew File System

Another significant development project this year has been the effort to incorporate
the Andrew File System (AFS) into the Center’s production environment. To fully use
the rich set of resources available, a Pittsburgh Supercomputing Center user must deal

with several different file systems (UNICOS, VMS, CFS and Connection Machine

among others). The Center has incorporated AFS into UNICOS running on the CRAY

Y-MP, the first time AFS has been ported into this environment. Testing to meet the
Center’s rigorous production standards is currently underway.

Dan Nydick, Research System
Programmer, who works on the
Andrew File System project.

AFS offers a number of advantages in dealing with the diversity of the Center’s computing environment. First and
foremost, it provides a single, uniform method to access a file regardless of where it physically resides. AF'S makes all files
appear to be part of the local file system of the user. By keeping copies of recently used files in a local disk cache, AF'S improves

supercomputer performance by reducing

Donna Fantini (center) of
the Center’s Production
Systems staff confers with
Lori Smith (left) and Vasiliki
Hartonas-Garmhausen of
User Services and Yasunari
Tosa, applications engineer
for Thinking Machines
Corporation assigned to the
Pittsburgh Supercomputing R
Center. Fantini, Smith and Hartonas-Garmhausen
have worked on bringing the Center’s CM-2 into
a production environment.

The Connection Machine in Production

In April 1990, the Center took a vigorous step forward in its plans for heteroge-
neous computing when, with support from the Defense Advanced Research Projects
Agency (DARPA) and NSF, it acquired its Connection Machine, a 32,768 processor
CM-2. The Center has moved rapidly to bring this massively parallel system into full
production. After a six-month “friendly user” period, the CM-2 was opened up in
December for research proposals from scientists and engineers nationwide.

Making the CM-2 available for network access by researchers at remote locations
presented some difficult, new challenges to the Center’s production staff. “The
Connection Machine is typically in an open environment, like a departmental
workstation” explains Janet Brown, Manager of Production Systems, “where the
users know each other and communicate face-to-face to resolve priorities in resource
scheduling.” Brown and the Center’s consulting staff have worked closely with
analysts from Thinking Machines Corporation, who manufacture the CM-2, to

input/output bottlenecks and network
traffic. AF'S also has superior security
compared to other distributed file systems.

Rich Raymond,
User Services
Coordinator, has
helped train the
Center’s consulting
staff on the CM-2.
“Programming a
massively parallel
machine,” says
Raymond,
“requires a new
perspective. In
many cases, the
speed of the code
and success of the
project are very sensitive to decisions made early
on; choosing the right algorithm and developing
the proper data structure can be critical. For this
reason, our CM-2 consulting is personalized to
the project, and we will make ourselves available
from the beginning of the project’s life cycle.”

JS

develop software tools for an environment in which the users are, in effect, blind to each other.
Two new Thinking Machines’ software products, says Brown, the network queuing system (NQS) and time-sharing, which
controls access to the CM-2 for short debugging runs, have helped considerably. Both products have undergone testing on the

Center’'s CM-2 and are now in production use.



The Biomedical Initiative

In August 1990, the Center received a five-year, $6.1 million grant from NIH supporting the Center’s effort to
develop new capabilities in biomedical software, and to make supercomputing more widely available to biomedical
scientists. This grant, which follows up on the $2.2 million grant NIH awarded the Center in 1987 , will fund a series
of workshops and several software development projects. Two of these projects, biological sequence analysis (see
above) and molecular dynamics, use the Center’s heterogeneous computing
capability to improve performance.

“We’ve barely begun to realize the potential of what supercomputing can
accomplish in biomedicine,” says Scientific Codirector Ralph Roskies. “Because of
the amount of molecular data involved and the processing required to analyze it,
computational techniques have become important in research addressing a wide
range of health problems, including heart disease, cancer and AIDS.”

Since 1987, workshops at the Pittsburgh Supercomputing Center have intro-
duced hundreds of biomedical scientists to the techniques of high-performance
computing. Many of these researchers are now using these techniques at the
Center to investigate such things as the structural dynamics of DNA, the relation
between structure and biological function of proteins, and the fluid mechanics of
blood circulation.

This three-dimensional representation of DNA provides an unambigu-
ous way to visualize basepair alignment along the DNA central axis. It is
derived from an algorithm developed by Biomedical Scientific Specialist
David Deerfield, student intern Darrin York and Tom Darden of the :
National Institute of Environmental Health Services; the graphic was Members of the Pittsburgh
rendered by Pittsburgh Supercomputing Center consultant Grey Lorig. Supercomputing Center team that

developed a heterogeneous computing
approach to the dynamic program-

Networking: The Ties that Bind ming algorithm examine a DNA model
This year the Center’s communications group partici- (left to right): Vasiliki (Vicki)

pated with NSF in upgrading the capability of the main Hartonas-Garmhausen, Alex

network linking supercomputing centers to each other. Ropelewski, Grace Giras and Hugh

The upgrade increases the “bandwidth” of data commu- Nicholas. Two members of this

nications by a factor of 30, from 1544 Kbits (T1 lines) to research team, Michael Kopko and

45,000 Kbits (T3). Pittsburgh is one of eight sites Chris Maher, are not in the photo.

nationally (as of July 1991) connected to this new,
greatly improved capability.

The intention of these upgrades, notes Gene Hastings,
technical supervisor of the Center’s communications
group, is to implement a high degree of user connectivity.
“Ubiquitous access is a key phrase in this effort. In-
creased connectivity is very important in advancing the
grand challenge research efforts, and all these data
highways run through Pittsburgh.”

Marvin Zalevsky, Assistant
Director, Pittsburgh Supercomputing
Center. “Our main business is
assuring that users can be productive,
and our solid infrastructure is the
core of that effort. From the hotline consultants to our scientific
support staff and our production systems and communications

i 0 e groups — these are talented professionals that hold things together
- . S on a day-to-day basis.”

Gene Hastings meets with User Services

Manager Bob Stock.




Molecular Mechanics & Dynamics of Biopolymers

Spreading the Know-How of Supercomputing

Since the Center opened in 1986, it has conducted 139 workshops and seminars in which more than 4200 people have
participated. Over the last five years, this education has become ever more central in the Center’s effort to promote
supercomputing. During the past year alone, under the direction of Education Coordinator Casey Porto, 42 Center-organized

workshops and seminars drew more than 1200 participants.

A new offering at the Center this year was the four-day workshop on the computational chemistry software GAUSSIAN 90.

This year also featured the Center’s first workshop on the techniques of
massively parallel supercomputing on the Connection Machine.

Professor John Pople,
whose group of b
researchers in the

77 B

Introduction to Supercomputing / & MH MH
Supercomputing Techniques: CRAY chemistry department
Scientific Visualization at Carnegie Mellon University developed the GAUSSIAN series of
Code Optimization computational chemistry programs, lectures to participants in the Pittsburgh
Multitasking Supercomputing Center’s first GAUSSIAN workshop.
Supercomputing Techniques: Connection Machine
Industrial Affiliates :
GAUSSIAN 90
Advanced Computing Techniques
for Biomedical Researchers Proposals for Computing Time
Biological Fluid Dynamics Wendy Janocha

Nucleic Acid & Protein Sequence Analysis

Outreach to High School Teachers

More than 100 high school teachers and administrators participated in the
Center’s March 8 workshop, “Supercomputing: An Innovative Tool for
Teachers” — the kick-off event for the Center’s new secondary education
outreach program. “This program,” says Jane Konrad, who coordinates the
high school outreach effort, “is designed to excite the imagination of students
and teachers by enabling them to use supercomputing in a science project.”

Konrad, who joined the Center staff in December, taught high school biology
for many years. Along with her work at the Center, she directs the Pittsburgh
Regional Center for Science Teachers, a teaching resource center.

The program will provide ten teacher-student teams with the opportunity to
use supercomputing for science projects at the high school level. Konrad
believes this will foster better understanding of the role played by computing
and simulation in scientific research. “We've designed this program with the
aim of increasing interest in science as a career. Supercomputing can help
bridge the gap between textbooks and the real-life process of ‘doing science.”

Supercomputing: An
Innovative Tool for Teachers

Clockwise from top left: Grey
Lorig of the Pittsburgh
Supercomputing Center staff demonstrates ChemTool, an
interactive software tool for visualizing chemical
structure, with Jane Konrad, Secondary Education
Outreach Coordinator, looking over his shoulder.
Congressman William Coyne addresses the assembled
group. Ralph Roskies chats with Donald Henderson,
Provost, University of Pittsburgh. Beverly Clayton talks
with Pennsylvania State Representative Ron Cowell.

412-268-5005

~ Biomedical Inifictive
; Nancy Kiser
412-268-5206

Workshops & Summer Institute
Casey Porto
412-268-7808

Corporate Affiliates Program
Ira Hochman
412-268-2776

Newsletter and Documentation
Vivian Benton
412-268-6355

“The Pittsburgh Supercomputing Center is an important resource for Pennsylvania,” notes Clayton. “Thirty-five Pennsylvania universities
and corporate research centers use our facilities, and the availability of supercomputing is one of the factors that helps promote economic
development in this area. Through our high school outreach program we are now also helping to educate young people about science and the

vital role computation plays in scientific research.”
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- Joel Welling collaborated with Carnegie Mellon
architectural student Alaa Eldin Ibrahim to produce a
video “walkthrough” of this walkway,
designed by Ibrahim.
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The white outer shell shows
the lymph node surface, and
the colored structures
represent separate branching
growths (metastases) of the
cancer. Where the cancer
extends through the lymph
node surface, it anchors the
node to surrounding tissue, a
process which can be better
observed with computer

Stripping off the node’s outer wall gives a view visualization.
of the tumor within.




Evolutionary Building Blocks

Biomedical Scientific Specialist David
Deerfield and Joseph Lappa of the Pittsburgh
Supercomputing Center have used P3D and
other locally written graphics software to
create these 3-D representations of two protein
domains. “Functional domains in proteins,”
explains Deerfield, “are the basic evolutionary building blocks of biological systems.”

Deerfield has collaborated with Keith Constantine and Miguel Llinas in the Carnegie Mellon Univer-
sity chemistry department on research showing that these two domains, known as Type II (left) and
Kringle (right), bear an evolutionary relation to each other. Related regions are shown by color matching
in the two domains (white, blue, green and tan). Magenta represents portions of protein backbone that
come before and after the structurally related regions. Red and orange structures represent deletions
going from one domain to the other.




Technology Transfer

From Basic Research to New Products

Corporations and Supercomputing

To make the know-how of high-performance scientific computing readily available to American industry: This
has been an objective of the National Science Foundation supercomputing program since its inception. Toward
that end, to help meet the needs of any corporation looking to keep pace with state-of-the-art research capabil-
ity, the Pittsburgh Supercomputing Center has a well developed Corporate Affiliates program. The basic idea:
Make supercomputing easy to get to, not only the hardware but the knowledge that goes with it.

This year three of the Center’s Corporate Affiliates, ALCOA, USX and Pfizer Inc, who have relied on the
Center’s resources as part of their research effort for a number of years, renewed their participation, and
another major American corporation, Chevron Oil, came on board.

. U SX @ Chevron

ALCOA

Chevron: Supercomputing and Oil

Far from being a babe in the woods when it comes to supercomputing, Chevron has had its own
supercomputers for a decade and has developed computer modeling of oil reservoirs into a powerful engineering
tool. “The question,” says Chevron scientist Ernest Chung, who leads the company’s simulation research group,
“is how best to get the oil out of the ground. Computer simulations give us a way to account for the geological
complexities of a reservoir and predict how it will respond to the stresses of drilling and related recovery
methods. If the simulations help determine the recovery scheme that can get a few more percent of oil out of a
large field, economically that’s a tremendous gain.”

For Chevron, the main attraction of affiliating with the Pittsburgh Supercomputing Center is to augment its
in-house supercomputing with access to the Center’s massively-parallel computer, the CM-2, and the opportu-
nity to distribute the computing for reservoir simulations between different supercomputers. “Pittsburgh has
the new technologies,” says Chung, “and at the pace this technology is moving, we need to leverage our re-
sources. We can’t have it all in-house anymore.”

In particular, Chevron researchers anticipate taking
advantage of the Center’s working high-speed link
between its CRAY Y-MP and CM-2, and they expect to
increase the level of detail in their oil reservoir simula-
tions by a factor of 10 or more. Chevron researchers hope
this improved modeling capability will allow them to
better predict oil recovery under different production
schemes, enhancing Chevron’s ability to manage its oil
and gas assets.

Getting More Oil Out of the Ground

Obviously, the ability of Chevron (and other oil
companies) to link their research with state-of-the-art
high-performance computing has implications for
national energy policy. Oil wells in general yield only
30% of the oil in the ground; the remaining 70% is not
recovered. An increase of even one-percent in recovery
from known oil fields in the United States will yield
more oil than the largest domestic oil discovery in the
last decade.

“Supercomputing is a tremendous national re-
source,” says Beverly Clayton, Executive Director of
the Pittsburgh Supercomputing Center. “It is one of
our basic strengths in an increasingly competitive
global economy. Our objective with the Corporate
Affiliates Program is to harness this technology, and
the knowledge base that goes with it, to the ingenuity
of American business.”

Larry Lee



Technology Transfer Agreements

Increasingly, as the advantages of supercomputing become better known, more corporations are choosing to
buy their own supercomputing hardware. For some of these organizations, the computing power they have can
meet the demands of their research program. Nevertheless, researchers and systems personnel can be more
effective when they have a knowledge base to turn to for problem solving and to stay abreast of new develop-
ments in the field.

Recognizing this need, the Pittsburgh Supercomputing Center this year implemented a new avenue for
sharing its knowledge with industry: Technology Transfer Agreements. “Most corporate researchers who use
supercomputing,” explains Ira Hochman, Pittsburgh Supercomputing Center Corporate Liaison, “are too busy
doing the research to stay on top of the technology. For them supercomputing is a tool; for us, what we do is
supercomputing. It is our job to have the best tools available and know how to use them. With the Technology
Transfer Agreement, we provide a structured program to make our expertise available.”

In September 1990, E. I. DuPont de Nemours & Co. (Dupont) enrolled as the Center’s first Technology
Exchange Affiliate. Having upgraded its supercomputing from a CRAY X-MP to a Y-MP, Dupont was particu-
larly interested in technical assistance with implementing a new operating system, UNICOS, on the Y-MP.
They have also consulted with Center personnel regarding their graphics environment and workstation inter-
faces to the CRAY.

In March, Westinghouse became the second participant in the Center’s Technology Transfer program.
Westinghouse’s fundamental interest is in maintaining access to the latest advances in file storage systems and
heterogeneous systems.

Westinghouse

REG.U.S. PAT &TM.OFF

Accelerating the Flow of Information

“University-based computational research,”
says Marvin Zalevsky, Assistant Director of
the Pittsburgh Supercomputing Center, “is a
fertile ground for the creation of sophisticated
new techniques — algorithms and applications
software, for instance — that can be very
useful in industry. The problem traditionally
has been How do we make that knowledge
available? The supercomputing center is one
answer.

“We’re here not only to provide access to the
best hardware, which we certainly do. But the
hardware doesn’t do any good unless people
know what it can do for them and how to use
it. That’s what we provide through the work-
shops and consulting services we make
available to corporations who affiliate with us.
We're a channel for the flow of information
from universities to industries who can use it

Ira Hochman (seated), Pittsburgh Supercomputing directly to make new and better — and
Center Corporate Liaison confers with Marvin cheaper — products. We accelerate that flow of
Zalevsky, Assistant Director. “Part of the idea of our information.”

Corporate Affiliates Program,” says Hochman, “is to
ease the transition into supercomputing. We eliminate
the guesswork about what to buy because it’s part of
our job to stay on top of this technology and to have
the best resources currently available. With our
workshops and staff, we also give companies the
ability to avoid many of the problems that can occur
in getting started with new technology. We give them
the ability to hit the ground running.”

11
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A Distributed Computing Solution to the Assignment Problem
Gregory J. McRae, Carnegie Mellon University

When Two Supercomputers Are Better Than One

“Heterogeneous computing over high-speed networks
can fundamentally change the way we do science and
engineering,” says Greg McRae, professor in chemical
engineering and engineering and public policy at
Carnegie Mellon. The basic idea of heterogeneous
computing, linking different computers together to do
things they couldn’t do alone, is not new. What is new,
however, is that a team of researchers from Carnegie
Mellon University and the Pittsburgh Supercomputing
Center has for the first time made it work between a
CRAY Y-MP and a Connection Machine.

McRae and Robert Clay, a graduate student in
chemical engineering, brought their knowledge of
chemical plant process modeling into a working
relationship with the network communications know-
how of three members of the Pittsburgh Supercomputing
Center staff — network engineers Wendy Huntoon and
Matt Mathis and senior consultant Jamshid Mahdavi.
In February, they linked the Center’s CRAY Y-MP/832
and its 32,000 node Connection Machine CM-2,
supercomputers of radically different design, with an
interconnect for high-speed data transfer known as a
HiPPI (high-performance parallel interface). Though
the feasibility of doing this has been discussed in high-
performance computing circles for some time, the
Pittsburgh team are the first to make it work.

The research team that developed the first CRAY to
Connection Machine HiPPI link is shown with their
hands full of HiPPI; the black cable they are holding is a
HiPPI cable like the one connecting the two
supercomputers. Seated: Robert Clay and Wendy
Huntoon. Standing (1 to r): Jamshid Mahdauvi, Gregory
Mecrae and Matt Mathis.

McRae and Clay used the HiPPI link to do the
computations for the “assignment problem,” a classic
and important problem in the field of practical math-
ematics usually called combinatorial optimization or
combinatorial theory. Their code in effect uses the two

supercomputers as if they were one linked system
passing data back and forth between the CRAY’s vector
processing units and the CM-2’s massively parallel
array of processors. The advantage is that inherently
serial parts of the problem can run on the CRAY and
other parts of the problem, amenable to parallel
solution, can exploit the massively parallel architecture
of the CM-2.

“We've been able to reduce the elapsed time,” says
McRae, recipient of the first Forefronts in Computa-
tional Science award (given in 1989 for his work in large
scale air-quality modeling), “by 10 times over what
could be done on either the CRAY or the CM-2 alone.”

Process Modeling and the Assignment Problem

For McRae and Clay, who came to do a Ph.D. at
Carnegie Mellon after several years as lead engineer for
Exxon’s real-time optimization group, the assignment
problem is important because it plays an essential role
in scheduling the day-to-day operations of chemical
plants. “It’s a very demanding computational problem,”
says McRae, “with a multitude of very real practical
applications, not only in chemical engineering but
across the board.”

As an example, McRae cites the airline industry.
Assigning crews to routes can present difficult schedul-
ing problems. A limited number of crews are available,
and during any particular time frame each can fly only
one route. The assignment problem asks what match
between crews and routes, out of all the possibilities,
will most reduce the overall cost (Iayover time, travel
expense, per diem etc.) associated with each crew to
route assignment.

In a modern chemical plant, such as an oil refinery,
each separate stage of the production process, from raw
materials to finished product, is mathematically
modeled and controlled through process monitoring. The
objective is to minimize the elapsed time between
readout of control monitors and computations to adjust
and optimize the production schedule.

“If you want to schedule the operation of a chemical
plant,” says McRae, “you have to solve the equations
describing the chemical dynamics as well as devise the
schedule faster than the plant is running or it’s useless
to you. We want to solve the problem 100 times faster
than the plant itself is evolving. That way we can adapt
and change, look at different schedules and figure out
the best one, even as the plant is actually running.“

A Distributed Solution: The Hungarian Algorithm &
Initial Matching

The assignment problem is a significant chunk of the
computing involved in plant process modeling, and
McRae and Clay’s distributed code attains exceptional
performance. Their approach derives from a well-known
solution of the assignment problem known as the
Hungarian algorithm — after the Hungarian mathema-
ticians, Konig and Egervary, who developed it in the
early 20th century.

“What’s interesting,” says McRae, “is that like most
problems, there are many different ways to solve the



Chemical Process Modeling

assignment problem, and the Hungarian algorithm is
one of the earliest. Like many efficient parallel algo-
rithms, it comes from the days when numerical analysis
was done by teams of people with desk calculators. As
serial computers became available, different numerical
strategies evolved, but now, with massive parallelism,
some of these earlier approaches begin to look attractive
again.”

McRae and Clay experimented with various ways of
mapping the Hungarian algorithm to the massively
parallel architecture of the CM-2. Their optimum
solution has the advantage that performance improves
with increasing problem size, so that for large matrices
their code significantly outperforms the existing state-
of-the-art solution to the assignment problem (devel-
oped by Joseph Pekny of Purdue, a former McRae
student). “This part of our code runs spectacularly well
on the CM-2,” says McRae.

The additional gain from distributing the problem
between vector and massively parallel systems derives
from the part of the solution called “initial matching.”
Each row of the assignment “cost matrix” has as its
elements the cost associated with assigning each
resource (e.g., airline crews) to one of the various
possible demands (e.g., flights). This matrix — 8000 by
8000 elements in McRae and Clay’s test runs — is
loaded into the CM-2.

The first step, explains Clay, is a simple, fast initial-
ization that establishes a large number of potentially
optimum assignments; on the order of 80% or more of
the demands are assigned to a resource. The CM-2 then
transfers this much reduced dataset across the HiPPI to
the Y-MP, where the initial matching algorithm finds
“the maximum number of those assignments which are
optimal at that stage.”

“Initial matching,” says McRae, “is an inherently
serial procedure, and the algorithm works much better
on the Y-MP, a very fast machine for serial calcula-
tions.” After completing the initial matching, the Y-MP
sends the results back to the CM-2, where the parallel
Hungarian algorithm completes the solution; an
iterative process creates additional optimal matches
until all resources are assigned to a demand.

Proof of the Pudding

Probably the main significance of the Pittsburgh
accomplishment is as a concrete indication that hetero-
geneous computing is not just a fascinating idea; it
works. In a sense, the East and West of supercomputing
have now been linked, and they are likely to stay
linked. “This is proof of the pudding,” says McRae, “that
a heterogeneous computing environment works; it is no
longer a debate about which supercomputer is best but
how to exploit the best features of all of them on the
network.”

This research was supported by the National Science Foundation and the Defense Advanced
Research Projects Agency under Cooperative Agreement NCR-8919038 with the Corporation for
National Research Initiatives.
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Finite-Element Simulation of Adiabatic Shear Banding
P. C. Chou, Drexel University
Javad Hashemi, Texas Tech University

Success at Modeling High-Speed Failure

As the popular song says, when an irresistible force
meets an immovable object, something’s gotta give.
Especially when the impact happens at high speed, as
when a metal cutting-tool digs into a sheet of steel
moving at thousands of feet per minute. Or when a
rocket-propelled projectile crashes through the armor
plating of a tank.

In engineering terms, the metal “fails,” and when
failure occurs as a result of high-speed impact it’s often
related to a phenomenon called adiabatic shear band-
ing. “It’s a very important dynamic mode of failure,”
says Javad Hashemi, “first identified in the early
1940s.” As a post-doctoral researcher at Drexel,
working under Professor P. C. Chou, Hashemi has
helped develop code for the CRAY Y-MP that simulates
adiabatic shear banding with more success than has
been achieved before. As a result, their code — called
DEFEL — is now being used by several defense
contracting firms. DEFEL also offers promise as a
valuable aid in designing safe, efficient cutting tools for
high-speed metal removal processes used in many
kinds of manufacturing.

Adiabatic Shear Banding?

“It’s a thermoplastic instability phenomenon,”
explains Hashemi, meaning basically that heat is
produced and the metal deforms as a result. “What
happens is that due to the load from the impact, the
material starts to strain harden, and this produces
plastic work. That plastic work in turn generates heat,
and if the process is happening fast enough, there’s not
enough time for the heat to diffuse through the mate-
rial.” As a result, the heat localizes in a narrow region,
the adiabatic (which means no heat exchange) shear
band. This localized heat raises the temperature in the
shear-band region,
decreasing the flow |
stress — often called |
the “yield point” —
of the material,
which means that
the same amount of
load causes more
deformation than it
would at lower
temperature.

Javad Hashemi explains
adiabatic shear banding in a
seminar at the Pittsburgh
Supercomputing Center.




Controlled Depth-of-Penetration Experiments

To create shear bands experimentally, Hashemi and
Chou rely on a relatively simple method they call
“controlled depth of penetration impact.” The apparatus
has a penetrator and a stopper plate in contact with a
steel target. A projectile is dropped onto the penetrator,
for low velocity impact, or it can be shot from a gun at
ballistic velocities (between one and two kilometers per
second). “With this apparatus,” says Hashemi, “we can
control the depth of penetration and generate shear
bands of a specified length. It allows us to examine high
strain-rate phenomena at relatively low-velocity
impact.”

Finite-Element Computations

Over the past eight years, Chou’s group at Drexel has
developed DEFEL, a finite-element code to
computationally simulate shear banding and other
metal-forming processes. “It’s very difficult to experi-
mentally measure the temperature within a shear
band,” says Hashemi, “and there’s not much known
about it. If we can accurately simulate this process, we’ll
learn a great deal.”

DEFEL uses a material model, the Johnson-Cook
constitutive equation, that includes terms for strain
hardening of the material and for the softening brought
about by temperature increase. The finite-element
technique in effect lays a mesh-like grid over the metal
surface, separating the computation into many discrete
elements. To reflect the very small dimensions of the
shear band phenomenon, the code uses an extremely
fine mesh size — five microns — in the region just
below the penetrator, where the shear band occurs.

“The dimension of these elements is so small that it’s
at the grain level,” says Hashemi, “and the stability of
the computation depends on these elements not being
stretched beyond their limit.” To control this, Hashemi’s
code automatically decreases the time increment for
which strain and temperature in each element are
computed as the mesh-size stretches to its limit.
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Controlled Depth-of-Penetration
Impact Test Apparatus

The Y-MP computations simulating the controlled
depth of impact studies give results that compare well
with experiment. “You see hardly any deformation
except in the localized column at the edge of the impact.
This is an excellent simulation of shear banding.” To
verify that his code is actually simulating the physics of
the problem, Hashemi also did computations that
excluded the material softening from heat localization.
These simulations didn’t produce any localization or
shear banding. “We found that, yes, the thermal
softening effects are very important; this is what
controls formation of the shear band.”

High-Speed Machining & Explosive Detonation

Having established that their code realistically
simulates shear-banding produced in controlled
experiments, Hashemi and Chou have begun work on
several real-world problems.

In high-speed machining, it’s desirable that the metal
be dislodged from the material surface in segmented
chips rather than a continuous slice. Long continuous
chips can bind in the cutting machinery, increasing
wear and tear and creating a hazard to workers.
Segmented chips form as a result of adiabatic shear
banding, the onset of which varies with the properties
of the metal being machined and the speed of the
machining. In studies to date, DEFEL has successfully
simulated the basic “brittle fracture” mechanism of the
chip formation process.

Hashemi and Chou have also begun to simulate
explosive detonation. Shear-banding is believed to be a
factor in what’s known as insensitive munitions. “For
example,” explains Hashemi, “when bombs are in
storage, if one explodes by accident, the fragments will
hit other bombs and can create a chain effect that’s
catastrophic. We want to understand the detonation
mechanics so we can prevent that from happening.”

References:

J. Hashemi, P. C. Chou & A. A. Tseng Thermomechamcal Behavior of Adiabatic Shear Band in
High Speed Forming and Mact 28T i on Heat and Mass
Transfer in Manufacturing Processes, Dubrovnic, Yugoslavm August, 1990.
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Simulating Hadron Thermodynamics with Massively-Parallel Computing
The High-Temperature Quantum Chromodynamics Collaboration

The Rules of the Game

Just a few basic questions, that’s all. Like how does
the universe work? What is it made of? What rules does
it follow? That’s what Robert Sugar and the group of
high-energy physicists he works with want to know.

“What is amazing and beautiful,” says Sugar, a
professor at the University
of California, Santa Barbara,
“is that up to now we have
always found that some very
simple rules determine what
we see in the physical world.
With these few simple rules
we can predict a huge
amount. Discovering those
rules is very interesting.”

Sugar and his colleagues
are using massively-parallel
computing at the Pittsburgh
Supercomputing Center to
expand what we know about
one of these “simple” rules. With the Center’s Connec-
tion Machine, a CM-2 with 32,768 processors, they are
tackling one of the grandest of the grand challenges
identified in “The Federal High Performance Comput-
ing Program” (a 1989 report from President Bush’s
Office of Science and Technology Policy). The challenge
is quantum chromodynamics, QCD as it is known in the
trade — the theory of the strongest force in nature, the
force that holds the nucleus of an atom together.

Robert L. Sugar

May the Force Be With You

Along with gravity, electromagnetism and the weak
nuclear force — which governs nuclear decay, the nuclear
strong force is one of twentieth-century physics’ gang of four:
the four forces that at root level determine everything in
nature. Until about twenty-five years ago, physicists called
protons and neutrons and their relatives (which include
mesons, baryons and many others) elementary particles.
These very small things inside the nucleus of an atom,
generically called hadrons, were thought to be the indivisible,
basic building-blocks of matter. QCD changed that by
introducing something even more fundamental: quarks.
Protons and neutrons, says QCD, are bundles of quarks,
three in each bundle. The job of weaving quarks into these
webs of energy we call matter is carried out by particles
called gluons — because they act like the strongest imagin-
able glue.

QCD holds sway as the prevailing explanation for the
smallest things in the universe even though no one has ever
seen a quark or gluon. Under ordinary conditions, according
to the theory, individual quarks or gluons cannot be sepa-
rated from the bundles they form. Even today’s powerful
particle accelerators, descendants of the atom smashers of
yesteryear, have not been able to break a hadron apart into
its individual quark constituents.

“If we tried to pull one quark out of a proton,” explains
Sugar, “the strength of the force holding it in would require
us to add so much energy that instead of freeing a quark we
would create a new quark/anti-quark pair. It would be like
pulling on a string, and suddenly the string would break, but
instead of a quark in one hand and two quarks in the other,

we would end up with a meson in one hand and a proton in
the other.”

Free Quarks & the Big Bang

Nevertheless, physicists think that under very special
conditions it will be possible to “see” quarks. The trick is
finding a way to reproduce the first second or so after the big
bang. At that first instant of time, modern physics tells us,
some 15 billion years ago, everything in the universe —
everything that has since been rushing outward to form
galaxies, stars, planets and people — was packed in a single
spark of energy.

Under the unimaginably extreme conditions of those first
few microseconds, so extraordinarily hot (about a trillion
degrees Kelvin) that the strong nuclear force — the strongest
force we know — becomes weak, the universe was a soup of
free quarks. “One believes,” says Sugar, “that at very high
temperatures for very high densities there is a transition
from ordinary hadronic matter to a state which can be
described as a plasma of quarks and gluons.”

Work is currently underway on several powerful new
colliders designed to look for quark-gluon plasma, yet even if
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