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On the cover:

A study currently underway at the Pittsburgh
Supercomputing Center is modeling the “wind”
emitted by Seyfert galaxies. The red, high-
temperature (T=108K) gas in the center travels
outward at hypersonic speeds (v=1000 km/s)
into a dilute, cooler (T=104K) interstellar medi-
um shown in blue. The high speed of the out-
flow creates a shockwave and turbulence at the
boundary between the two media.

This study is being conducted by Allen V.R.
Schiano and Arthur M. Wolfe of the University
of Pittsburgh, Robert F. Carswell of the Institute
of Astronomy, Cambridge University, and Ray ).
Weymann of Mount Wilson and Las Campanas
Observatories.
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Foreword

Supercomputers are the fastest available general-purpose scientific com-
puters. They are needed whenever massive computation stands between

what we know and what we want to know. For example, we know the equa-
tions describing the flow of air past an aircraft, but the computational task of
wing design requires a supercomputer. Rational drug design based on our un-
derstanding of chemistry at the molecular level may soon be possible with the
aid of supercomputers.

To think of supercomputers only in terms of increased speed is to miss a vital
point. Their increased speed actually transforms the types of problems on
which a scientist is willing to work. Decreasing computation time from weeks
to hours enables a scientist or engineer to ask much bolder questions, to try
more daring and novel approaches, to include more realistic complexities,
and even to replace costly and time-consuming experiments by theoretical
calculation.

The main mission of the Pittsburgh Supercomputing Center is to facilitate bet-
ter science through supercomputing. This booklet contains just a sampling of
the fascinating scientific projects being undertaken at our Center. The
projects range from immediately practical strategies for air pollution control
to abstract studies of elementary particles; from the small scale of atoms and
particles to the immense scale of galaxy formation. Most of these studies
would not have been undertaken without supercomputers. New questions are
being asked which were impossible to tackle even a few years ago. The results
will change intellectual disciplines and even society. Obtaining such diverse
and important results even before the end of our first full year of operation is
truly rewarding.

-y Y a0

Michael J. Levine, Scientific Director
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Ralph/ Roskies, Scientific Director
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The Pittsburgh Supercomputing Center

Beverly Clayton, Executive Director of the
Pittsburgh Supercomputing Center, came to the
PSC from Gulf Oil Corporation where she was
Director of Systems Support. She has 21 years
of experience in the data processing field,
including management of technical personnel,
coordination of major projects, technical
planning and consulting, operating systems
support, and scientific programming.

The Pittsburgh Supercomputing Center (PSC) is one of five national supercom-
puting centers established by the National Science Foundation in response to
an acute need of national research communities for improved access to the
best computing technology. The PSC is a unique collaboration of Carnegie
Mellon University, a major private university; the University of Pittsburgh, a
major state-related university; and Westinghouse Electric Corporation, a
major corporation. It seeks to combine the innovative character of univer-
sities with the performance standards and support services of successful
industrial computing centers to provide high performance computing to the
national research community.

To take fullest advantage of the intellectual environment of both campuses,
most of the staff is housed in the Mellon Institute Building, which is part of
Carnegie Mellon University and located adjacent to the University of Pitts-
burgh campus. The beautifully-renovated office quarters of the PSC include a
training center and facilities for visiting scientists.

The PSC has assembled a highly-qualified and enthusiastic staff, drawn from
academia and from industry. The senior managers have years of industrial
computing experience. Several staff members have substantial scientific
research experience beyond the PhD level. Together, they form a dedicated
team, assisting scientists and engineers in achieving high productivity in
research through effective use of supercomputers.

The supercomputer itself and some of its ancillary equipment are located in a
new 10,000 square foot machine room at the Westinghouse Energy Center in
Monroeville, PA, 13 miles from the campuses. The Westinghouse site and the
Mellon Institute offices are linked by a high speed electronic network. Super-
computer operations and facilities management are handled by the Westing-
house Electric Corporation, which has a distinguished history of providing
supercomputing services.

In addition to funding from the National Science Foundation, the PSC is
supported by grants from the Commonwealth of Pennsylvania and the Ben
Franklin Partnership. It has formed research partnerships with Cray Research,
Inc. to adapt and develop scientific applications for supercomputers and with
Digital Equipment Corporation to improve the computing environments that sup-
port supercomputers. It continues to form industrial partnerships with major
corporations to improve their competitiveness through supercomputing.

The PSC is a truly national center. Before the end of its first year of operation,
it already had more than 800 users from more than 85 institutions in 33 states.
A total of 25 major research universities have formed an affiliation with the
PSC to advise it on policy matters, and to promote supercomputing within
their own scientific and engineering communities. (See the Academic
Affiliates listing on page 44).

Since most PSC users are not located in Pittsburgh, access to the supercom-
puter is primarily via national data networks. The PSC is linked to the other
NSF national centers by a high-speed backbone network, NSFnet, and is in the
process of developing a regional network, which will operate at even higher
speeds. The PSC is also accessible through more well-established networks
like ARPAnet and BlTnet, and through dial-up facilities and GTE Telenet.

Local university users can exploit highly-developed campus networks to
access the supercomputer conveniently from their offices. Out-of-town visi-
tors are welcome to use the facilities at the Mellon Institute site or they may
prefer to visit their campus colleagues and make use of the campus networks.




James Kasdorf, Engineering Computer Services
Manager of the Energy Systems Division of
Westinghouse Electric Corporation, is
responsible for facilities management and the
operation of the PSC Cray X-MP and its
peripherals. He has been involved in large-scale
scientific and engineering computing for the
past eighteen years, including ten years in
computer center management positions.

The PSC Cray X-MP/48, connected to the Solid State
Storage Device (SSD) (in foreground). The I/O processor (in
background) connects the Cray to tape drives, fast disk
drives, and to the VAX 8650 front-ends. Black cooling
units are located at the base of the Cray, the SSD, and the
1/O processor.

Education is an essential part of the PSC’s mission. Consultants are available
by telephone or electronic mail to answer questions. A monthly newsletter
informs users of new developments at the PSC and provides helpful hints on
how to use software most effectively. The PSC presents frequent workshops to
academic and Industrial Affiliate users to aid them in making best use of the
supercomputer’s power.

The goal of all PSC activities is the advancement of science and engineering
through supercomputing. By drawing on the resources of the national
research community and the stimulating environments at the University of
Pittsburgh and Carnegie Mellon University, the PSC strives to facilitate
research achievements which will fulfill the vision of the National Science
Foundation and of Congress in establishing the national supercomputing
centers.

THE COMPUTING FACILITIES

The supercomputer at the PSC is a Cray X-MP/48, one of the world’s fastest computers,
which can perform 840 million arithmetic operations every second. Since the Cray oper-
ates so quickly on large amounts of data, it requires a large memory. The PSC’s Cray has
eight million words of extremely fast memory and is connected to sixteen DD-49’s, the
world’s fastest disks. Often the computational bottleneck is in getting large datasets
into and out of these disks. To circumvent this problem, the PSC’s Cray is equipped with
a 128 million word SSD (solid state storage device). The SSD can transfer data to the
main processors 100 times faster than the disks, and can effectively expand the Cray’s
memory to 128 million words.

Supercomputer speeds are achieved by a clever combination of fast electronics, exten-
sive use of parallelism, and ingenious packaging that allows the machine to be small
while dissipating great amounts of heat. The PSC Cray has four independent processors,
each of which has fourteen independent functional units, so that, for example, each
processor can be adding and multiplying at the same time. Many of the functional units
(like the adder or multiplier) are composed of subunits which themselves operate in
parallel. Computer programs can be made to run most efficiently on the Cray through a
technique called vectorization, which keeps many of these functional units and
subunits calculating simultaneously.

Most researchers do not communicate directly with the supercomputer, but
with workstations or “front ends”: more conventional computers with friend-
lier user interfaces. The PSC’s front ends are a pair of VAX 8650’s running the
VMS operating system, which is familiar to a large portion of the research
community. VMS, which is also available on dozens of workstations at the
Center, provides users with a powerful set of program development tools that
are well-interfaced to the Cray. The PSC itself is expanding these tools, to
facilitate conversion from the VAX to the Cray environment. UNIX, another
operating system familiar in the research community, will soon be available
on the PSC Cray. This addition will eliminate the need for mastering another
operating system and will allow many researchers to use the same operating
system from the workstation on their desks straight through to the Cray. The
availability of UNIX will also improve the portability of computer codes from
the workstation to the supercomputer.
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Designing Air Quality Control Strategies
For Los Angeles

Gregory J. McRae, Armistead G. Russell, and Jana B. Milford
Carnegie Mellon University

BACKGROUND

Over 30% of the population of the United States is exposed to levels of ozone
above federal limits. Nevertheless, current strategies for meeting air quality
standards have not been very successful; at least 75 cities are not expected to
be in compliance with the federal standards set for the 1987 deadline. Further-
more, implementation of present controls is expensive; the Los Angeles
metropolitan area alone, which has one of the most severe air pollution prob-
lems in the nation, spends approximately 300 million dollars annually on air
quality control. Computer studies that can simulate the outcome of new
strategies before they are implemented offer an extremely cost-efficient meth-
od of identifying promising directions for air quality planning.

This study undertaken at the Pittsburgh Supercomputing Center has not only
indicated why previous air quality control tactics may have failed but has also
suggested an alternative strategy that offers the possibility of approaching
EPA compliance within the Los Angeles area.

THE QUESTION

A variety of factors must be understood in order to simulate an air pollution
problem on a computer. First, one must know the sources of emissions and
how they vary with time. This step requires modeling traffic patterns. Second,
one must understand the chemical processes that produce the pollution from
these primary emissions and appreciate how these chemical processes
depend on atmospheric conditions such as temperature, pressure, and inten-
sity of sunlight. Finally, one must understand the meteorology responsible for
the transport of the pollution across the affected area. In the computer, all of
these factors are interrelated by a “mathematical model,” a huge set of
extremely complicated, but fairly well-understood, physical and chemical
formulae. The computer must take this model, together with the best informa-
tion available for the physical conditions (input), and use it to predict the
level of pollution in various geographical locations over a period of time.

COMPUTATIONAL TECHNIQUES

In the simulations carried out using the Cray X-MP/48 at the PSC, more than
500,000 equations were required to characterize the evolution of ozone and
30 other chemicals produced in the air over Los Angeles. About 70 test cases
were studied, each corresponding to different environmental conditions and
each requiring approximately an hour of continuous running time on the Cray.

The equations that must be solved are nonlinear and stiff. Chemical reactions
of importance occur on time scales of nanoseconds but the processes must be
tracked over several hours: a dynamic range in-time of 1012, Similarly, the
dynamic range in distance is also large, about 105. To simulate processes that
involve such disparate time and distance scales, aspecial technique called
“operator splitting” must be used. Using this technique, the whole study was
completed in a few weeks on the Cray, whereas several years would have been
required in a more conventional computing environment. This project would
not have been undertaken without the availability of supercomputers.
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The predicted level of ozone (in

parts per million) over the Los

Angeles area is shown assuming

the current use of fuels in the

automotive fleet (top) and RESULTS
assuming a replacement of those

fuels by methanol (bottom). The The results of the study were both startling and encouraging. To understand

simulation was “frozen” at a time them, one must realize that the primary emissions from automobiles, refiner-
corresponding to 2:00 pm, the ies, and power plants include both hydrocarbons and nitrogen oxides. Togeth-
g#oigéyg;cfhghﬁszd;?rr'rtrzgt'ﬁanoI o er, these two types of emission interact with sunlight to produce photochemi-
most striking. The set of diagrams cal oxidants, more commonly known as “smog.”’ Ozone is one such pho-

on the left uses a continuous color tochemical oxidant. Current EPA regulations have focused primarily on

scale to represent the ozone level; hydrocarbon control as a means of reducing oxidant levels.

the set on the right uses a discrete
color scale with green indicating
areas that are within current EPA

guidelines. | Contrary to what had generally been assumed, it was found that the amount
of ozone in the atmosphere does not necessarily decrease if particular emis-
sions are reduced. The exact relationship between the amount of pollution
and the level of emissions was shown to be so complicated that, in some
cases, strategies for reducing particular pollutants could actually cause air
quality to deteriorate in outlying areas. These results are generally applicable
to any urban area.

Three surprising conclusions were drawn from the study.

B Because of the complicated interaction between nitrogen oxides and
hydrocarbon emissions in the production of pollution, the EPA’s concentration
on hydrocarbon control alone is inadequate. To achieve air quality compli-
ance, both types of emission must be regulated in a way that reflects their
chemical interplay and their impact on other harmful but nonregulated pollu-
tants.

B The PSC project offers hope for the future. If an alternate fuel like methanol
were substituted for gasoline in a significant fraction of Los Angeles vehicles,
substantial reductions in oxidant and particulate pollution could be achieved.
The conversion to use of methanol alone could bring Los Angeles close to
compliance with current EPA standards.
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Aerodynamics of a Transonic Projectile

Chen-Chi Hsu, N-H. Shiau and CW. Reed
University of Florida

BACKGROUND
The ability to predict accurately aerodynamic forces and other flow charac-
teristics is essential to more effective designs of flight vehicles and their con-
trol and propulsion systems. To study realistic aerodynamics problems, wind-
tunnel experiments are traditionally performed to measure these flow charac-
teristics. With the rising cost of experimental measurements, however, it is
becoming extremely expensive to conduct parametric studies in a wind-
tunnel. Moreover, each test facility has a limited range of application and,
consequently, certain important flow conditions often cannot be simulated.
With the recent advent of supercomputers, numerical simulations have
become an effective complementary approach to wind-tunnel experiments.
Nevertheless, accurate and efficient computational techniques to predict
aerodynamic behavior are still being sought.

THE QUESTION

The main objectives of this supercomputing project are to study techniques in
applying numerical simulation to complex aerodynamic problems and to
assess the relative importance of the viscous drag compared to the pressure
drag acting on a projectile traveling at nearly the speed of sound (transonic
projectile). Different curvilinear grid networks representing the flow field
were provided to computer programs that solve the governing equations for
high-speed, compressible, turbulent flows. For the particular shape of the
projectile studied here (secant-ogive-cylinder-boattail”” projectile shown
below), experimental surface pressure measurements are available to test the
accuracy of the numerical results. Previous simulations provided results that
were not always in agreement with these measurements, especially over the
cylindrical portion of the projectile. This study was able to show the
importance of viscous flow computation for accurate aerodynamic force
prediction.

Fn

The secant-ogive-cylinder-boattail projectile is
shown here at an attack angle of (v.The cylinder-
boattail juncture causes turbulence in the air
flow.




COMPUTATIONAL TECHNIQUES
Numerical simulations indicated that the accuracy of the solutions depends
on the grid network provided to the program. Since the choice of a good grid
network is not trivial for a complex flow problem, a self-adaptive grid genera-
tion technique is now being developed to concentrate computer resources on
the most complex portion of the turbulent flow. Using this technique, the pro-
gram is able to recognize where the flow is becoming most complex and then
respond by introducing a finer-meshed grid in that region to reflect more ac-
curately the complex detail in the flow characteristics. The amount of com-
puter time required for a simulation depends on the number of grid points
used in the computation. As an example, even with the speed of a supercom-
puter, one study of a projectile at a 45° angle of attack required two full hours
of Cray CPU time to obtain a converged solution.

RESULTS

The results of the PSC study showed that viscous drag is as important as pres-
sure drag for flow past projectiles at zero angle of attack at speeds of 0.91
Mach (that is, 0.91 the speed of sound). However, the effect of viscous drag
decreases with increasing Mach number and with increasing angle of attack.
For a projectile model at a 10° angle of attack, the numerical results showed
that viscous drag is negligible. The figure below shows, in cross section, a sam-
pling of air particle trajectories a short distance downstream of the cylinder-
boattail juncture for a projectile with a 45° angle of attack. Regions of
“reversed flow,” which serve to reduce the effect of drag, can be seen near the
surface of the projectile.

A cross section of the projectile downstream of
the cylinder-boattail juncture. The direction of
the surrounding air flow is indicated with
arrows.

Access to the Cray X-MP/48 at the Pittsburgh Supercomputing Center has
enabled this research to contribute significantly to the basic understanding of
how to simulate complex transonic flow by numerically solving hydro-
dynamic equations.
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Analysis of Sheet Metal Forming

R.H. Wagoner, et. al.
Ohio State University

BACKGROUND

Until recently, few analytic tools existed for analyzing sheet metal forming
operations except for approximate analytic methods based on one-
dimensional reductions of geometry. A numerical technique known as the
finite element method (FEM) allows, in principle, the solution of problems of
almost any complexity, with the only limitations being available computer
accuracy and speed. For nonlinear, incremental problems, such as ones invol-
ving large-strain plasticity, these limitations restrict practical analysis on
machines like the DEC VAX 11/780 to two-dimensional, isothermal, and time-
insensitive (static) approaches. Even with these limitations, however, great
strides have been made in the last ten years in interpreting the role of material
properties on forming behavior. The research described here is aimed at
removing the previous barriers by creating more complex models that are
suitable for supercomputing.

The potential payoff of a practical sheet-forming program is enormous. As an
example, the production of dies represents a large component of the lead
time between design and production of a new car model. Reduction of this
time and of the personnel time needed for experimental die testing would
allow manufacturers to respond more quickly and economically to rapidly-
changing world market conditions. This efficiency would, in turn, improve
international competitiveness. In addition, the availability of such analytical
capability would improve manufacturing quality through better and faster
communication between designers and manufacturing engineers prior to
production of final dies. With the availability of supercomputers, some of
these benefits may be realized.

THE QUESTION

The finite element method is a
general numerical procedure for
solving differential equations with
an accuracy limited only by the
available computational power. The
core of the method involves breaking
a structure or domain of any kind
into a set of interlocking regions
{elements”), each of which is as-
sumed to behave in a simple manner.
When these simple elements are
assembled, the complex behavior of
the structure is approximated within
an accuracy determined by the size
of the elements. For infinitesimal ele-
ments, the proper continuum equa-
tions are usually recovered. Com-
putationally, the discretization of
space results in a large system of lin-
ear or nonlinear equations. In the
nonlinear case, further discretization
into time steps is done; and at each
step the system of equations must be
solved iteratively.

Toward these goals, investigations are underway using the Cray X-MP at the
Pittsburgh Supercomputing Center to extend established practice in two criti-
cal areas. In the first investigation, two-dimensional FEM programs were writ-
ten which couple structural and thermal aspects of sheet metal deformation.
Preliminary experimental and analytical results indicate that significant tem-
perature changes are generated during forming, necessitating solution of
much more complex boundary-value problems. The resulting programs, in
turn, necessitate supercomputation for reasonable solution times. The change
from a DEC VAX 11/780 to the Cray X-MP increased computing speed by a fac-
tor of 30, and 60% vectorization of the code led to an additional factor of
nearly three. The non-isothermal simulations now typically take five Cray
CPU minutes, as contrasted to six or seven hours on the VAX. Results of these
simulations have explained the basis of improved forming operations pro-
posed by several researchers. In addition, material properties have been iden-
tified which bear on the contribution of changes in temperature to failure dur-
ing forming.

Although the two-dimensional simulations are very helpful for qualitative
understanding of forming processes and material behavior, a valid compari-
son with industrial practice must rely on even more general models. A large
effort is currently underway to produce a program capable of simulating an
arbitrary stamping operation in three dimensions. Such a program is quite
general; nearly all of the structural and exterior parts of an automobile are
manufactured by stamping. The three-dimensional nature of the simulations
imposes the most severe time constraints yet attempted. Several simplifica-
tions are being made, including quasi-two-dimensional mechanics models
(“membrane theory”’) and simple contact and friction boundary conditions
(“Coulombic friction””). Best estimates for the CPU time required for the simu-
lation of a simple but general mechanical part exceed one hour on a Cray X-MP.
The more sophisticated simulations now in progress would not have been
attempted without the aid of a supercomputer of comparable power.

ENGINEERING & APPLIED SCIENCE
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The nonisothermal, two-dimensional work described here was done in con-
junction with Yong H. Kim, Muh-Ren Lin, Kavesary S. Raghavan, Yufei Gao,
and Thana Ruangsilasingha. The three-dimensional sheet forming work is
being undertaken together with Kwansoo Chung, Yves Germain, J.K. Lee, Anne B.
Doucet, and Julie R. Knibloe.

Four stages in the three-dimensional
deformation of an finite element (FEM)
mesh. Since the specimen is symmetric,
only one-quarter of the total mesh shown
here need be considered in the computa-
tion. The problem is to predict deforma-
tion patterns of a circular sheet of metal
which is indented by a square punch.
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Designing More Economical X-ray Lasers

Bernie M. Penetrante
Weber Research Institute
Polytechnic University

BACKGROUND

In 1984, the first unambiguous demonstration of laboratory x-ray lasing was
made at Livermore National Laboratory. This accomplishment launched a
new era in high technology. It is not hard to imagine that x-ray lasers will have
as much, if not more, impact on human life as ordinary, optical wavelength
lasers have had in the past few decades.

The one major drawback that prevents the utilization of x-ray lasers for practi-
cal applications is their expense. At present, high-intensity optical laser beams
are used to pump the power required to produce the kind of high density plas-
ma suitable for x-ray lasing. The requirements are so severe that only the most
powerful optical lasers can be used. These lasers cost tens of millions of dol-
lars apiece. To produce x-ray lasing that could be of use for medical applica-
tions, such as x-ray holography of living cells, the power requirements for the
laser-driver would be even greater. It is unlikely, therefore, that future practi-
cal x-ray lasers will be constructed in this way. The most promising alternative
to the use of expensive laser-drivers is the use of pulsed-power machines, such
as capacitor banks or explosive generators, to pump bursts of extremely high
energy directly into the x-ray laser. Present designs along these lines rely on
the compression of the lasant material with shock waves produced via pulsed-
power.

THE QUESTION

The purpose of this study is to explore the feasibility of another approach to
the development of pulsed-power-driven x-ray lasers. Rather than using the
shock waves directly to compress the plasma, the proposed scheme uses these
shock waves to first produce a large number of x-rays. These x-rays do not lase
since they are incoherent. However, by means of a novel method, the energy
density of these x-rays can be amplified to such an extent that they vaporize
and ionize the lasing target material to create conditions suitable for x-ray las-
ing. This concept is similar to techniques used in nuclear fusion, in which
x-rays are used to compress the target pellet. The ultimate goal is to produce
an x-ray laser that uses the least amount of initial driver energy, that is, to
produce the least expensive pulsed-power machine possible.

COMPUTATIONAL TECHNIQUES

To study the feasibility of the proposed scheme, a computer program has
been developed to simulate the various processes involved. There are three
major parts to the program, which contain a total of about twenty thousand
lines of FORTRAN code. The first part, dealing with magnetohydrodynamics,
simulates the effect of the initial burst of energy coming from the pulsed-
power machine. The second section simulates the production and loss of
radiation. The third deals with the electronic transitions in the ions of the
plasma. Much effort was devoted to optimizing the hydrodynamics portion of
the code. A typical run using all three parts of the code takes about two-and-
one-half hours of computer time on a VAX 8650. The same run on the Cray
X-MP requires about seven minutes. Recently, an automatic vectorizer called
FORGE has been made available by Pacific Sierra Research through the Pitts-
burgh Supercomputing Center. FORGE is now being used to vectorize the rest
of the code.

ENGINEERING & APPLIED SCIENCE



RESULTS

The size of the program made it necessary and convenient to make extensive
use of the UPDATE and BUILD utilities of the Cray operating system to man-
age the numerous subroutines of the program. To facilitate the use of these
utilities and provide readable FORTRAN code, interactive and intelligent PC-
based software was developed which automatically writes Cray Job Control
files, reformats FORTRAN codes, and writes documentation and alphabetical
indexes of subroutines and variables. The software, called FORSEE (Fortran
Structuring and Editing Environment), was written in Turbo Prolog, an artifi-
cial intelligence language for personal computers. With “pop-up” menus and
help files, it becomes easy not only to write well-structured and well-
documented code but also to use the Cray operating system while logged-in
remotely from a PC.

In x-ray lasing projects, experiments are very expensive, and one is forced to
rely on computer simulations to an extent not usually encountered elsewhere.
The field is still in its infancy; and it is yet to be determined which approach is
the best, the cheapest, the simplest, the most efficient or which approach can
yield the highest transition energies. This supercomputing project represents
an initial attempt in the design of what may constitute the next generation of
x-ray lasers. Preliminary results indicate that pulsed-power-driven x-ray lasing
can be achieved with presently available pulsed-power machines. Before
1984, one often heard: “X-ray lasers would be exciting if they could be made.”
Now, one hears: “X-ray lasers would be useful if they could be made better
and more economical.”” Although many more parameter combinations will
have to be studied, it is encouraging to see that x-ray lasing experiments could
someday be affordable even in universities, where research budgets are not as
large as those of national laboratories.

One wonderful fact about supercomputing
which is seldom mentioned is that code
development is more efficient with super-
computers. Anyone who has ever done com-
puter p<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>