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NVIDIA AI Enterprise Supported Frameworks (1/3)
For additional information, see NGC Catalog

Framework Description

Maxine
NVIDIA Maxine is a suite of high-performance, easy-to-use, NVIDIA Inference Microservices (NIMs) and SDKs for deploying AI 
features that enhance audio, video, and augmented reality effects for video conferencing and telepresence.

TAO Toolkit
The open-source NVIDIA TAO, built on TensorFlow and PyTorch, uses the power of transfer learning while simultaneously 
simplifying the model training process and optimizing the model for inference throughput on practically any platform.

DeepStream
NVIDIA’s DeepStream SDK is a complete streaming analytics toolkit based on GStreamer for AI-based multi-sensor 
processing, video, audio, and image understanding.

Metropolis
NVIDIA Metropolis is an application framework, set of developer tools, and partner ecosystem that brings visual data and AI 
together to improve operational efficiency and safety across a range of industries.

NeMo
NVIDIA NeMoo is an end-to-end platform for developing custom generative AI—including large language models (LLMs), 
multimodal, vision, and speech AI —anywhere.

TensorRT
NVIDIA® TensorRTRT is an ecosystem of APIs for high-performance deep learning inference.

Triton Inference Server
An open-source software that helps standardize model deployment and delivers fast and scalable AI in production.

TensorFlow
TensorFlow is an open-source platform for machine learning. It provides comprehensive tools and libraries in a flexible 
architecture allowing easy deployment across a variety of platforms and devices



NVIDIA AI Enterprise Supported Frameworks (2/3)
For additional information, see NGC Catalog

Framework Description

Riva
NVIDIA® Riva is a set of GPU-accelerated multilingual speech and translation microservices for building fully customizable, 
real-time conversational AI pipelines.

Monai
MONAI is a freely available, community-supported, PyTorch-based framework for deep learning in healthcare imaging.

Clara
NVIDIA Clara is a suite of computing platforms and software services that powers AI healthcare solutions from imaging to 
genomics and drug discovery.

Clara Holoscan
NVIDIA Holoscan is the sensor processing platform that streamlines the development and deployment of AI and high-
performance computing (HPC) applications for real-time insights.

RAPIDS
RAPIDS is a suite of GPU-accelerated data science and AI libraries with APIs that match popular open-source data tools.

cuOpt
NVIDIA® cuOptpt optimizes operations by enabling better, faster decisions with accelerated computing.

Merlin
NVIDIA Merlin empowers data scientists, machine learning engineers, and researchers to build high-performing 
recommenders at scale.

Morpheus
NVIDIA Morpheus is an open application framework that supports real-time data monitoring with AI and threat detection in 
data centers and cloud.



NVIDIA AI Enterprise Supported Frameworks (3/3)
For additional information, see NGC Catalog

Framework Description

Modulus
NVIDIA Modulus is an open-source framework for building, training, and fine-tuning Physics-ML models with a simple 
Python interface.

CUDA
The CUDA compute platform extends from the 1000s of general-purpose compute processors featured in our 
GPU's compute architecture, parallel computing extensions to many popular languages, powerful drop-in accelerated 
libraries to turnkey applications and cloud-based compute appliances.

CUDA Toolkit
The NVIDIA® CUDA® Toolkit provides a development environment for creating high-performance, GPU-accelerated 
applications.

HPC SDK
The NVIDIA HPC Software Development Kit (SDK) includes the proven compilers, libraries and software tools essential to 
maximizing developer productivity.

Kubernetes Device Plugin
The NVIDIA Kubernetes Device Plugin registers GPUs as compute resources in the Kubernetes cluster.

PyTorch Geometric
PyG (PyTorch Geometric) is a library built upon PyTorch to easily write and train Graph Neural Networks (GNNs) for a wide 
range of applications related to structured data.

PyTorch
PyTorch is a GPU accelerated tensor computational framework.

DGL
Deep Graph Library (DGL) is a Python package built for the implementation and training of graph neural networks on top 
of existing DL frameworks



NVIDIA Modulus



NVIDIA Modulus

• Open-Source project for Physics-ML innovation and collaboration

• Platform for building physics-ml models using architectures and 

algorithms that satisfy first principles

Open-Source Platform for developing physics-ml algorithms

• Training and inference pipelines that bring the best of NVIDIA’s 

AI stack for scalable and optimal performance



Source code: https://github.com/NVIDIA/modulus
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What is it not?
Not a purpose-built app

CUDA

No out of the box solutions – Build your solution using Modulus 
Toolkit

But how to frame my problem as an AI problem?

But we do offer reference workflows.



NVIDIA BioNeMo Platform & NIMs



NVIDIA BioNeMo Platform

BioNeMo Training BioNeMo NIMs BioNeMo Blueprints



NVIDIA SUPERCOMPUTING SYSTEMS & HARDWARE

NVIDIA BioNeMo Platform
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Tools to help the healthcare ecosystem build AI-driven drug discovery workflows



NVIDIA BioNeMo Framework
Build Better Models Faster for Drug Discovery, Now Open-Source on GitHub

BioNeMo Framework

Enterprise-Grade
AI Model

Easily Build From 
Modular Components 

Train or Customize 
the Model

Make 
Predictions

Evaluate 
the Model

Scientific Requirements and 
Biomolecular Data

Reference: https://arxiv.org/abs/2411.10548

Full Optimization

Easy to Use

Enterprise-grade 

Customizability



NVIDIA NIM: Inference Microservices for Generative AI
Accelerated runtime for generative AI

Simplified development of AI application that 
can run in enterprise environments

Day 0 support for all generative AI models providing 
choice across the ecosystem

Best accuracy for enterprise by enabling tuning with 
proprietary data sources

Improved TCO with best latency and throughput running 
on accelerated infrastructure

Enterprise software with feature branches, validation and 
support

Deploy anywhere and maintain control of 
generative AI applications and data

Optimized inference engines

NVIDIA NIM

Domain specific code

Support for custom models

Industry standard APIs

DGX & DGX Cloud

Prebuilt container and Helm chart



NVIDIA BioNeMo NIM microservices
Instantly use your own data with optimized biomolecular models deployable anywhere

Digital Biology 
Data

Molecular
Generation

MolMIM | GenMol

Protein 
Sequence Prediction

ProteinMPNN

Protein
Generation

ESM1 | ESM2 | RFdiffusion

CADD
Application

Molecular
Pose Prediction

DiffDock 2.0

Complex Prediction
AlphaFold2-Multimer

3D 
Structure

AlphaFold2 | ESMFold



NVIDIA BioNeMo Blueprints



NVIDIA BioNeMo Blueprints Are Reference Workflows for Drug Discovery
Available on build.nvidia.com

NVIDIA NIM Agent Blueprint

Example Application

Interactive experience that can be 
easily replicated

Sample Data

Public data for workflow testing

Reference Code

Reference code for constructing 
workflows

Architecture

Reference architecture including API 
definitions, NIM, and more

Customization Tools Orchestration Tools

Customize and evaluate models Deploy and manage workflow microservices

mple Applic

Multimodal PDF Data Extraction for 
Enterprise RAG

Generative Protein Binder Design 
for Drug Discovery

Generative Virtual Screening 
for Drug Discovery

monthly release

…



Generative Virtual Screening
Models: MSA, AlphaFold2, MolMIM, DiffDock 2.0

Benefits
• Use generative AI to more 

efficiently explore chemical space 
to optimize molecular designs for 
multiple features simultaneously

• Accelerated NIMs allow rapid 
evaluation of large molecule 
databases to identify better drug 
candidates faster

• Test fewer molecules to identify 
virtual hits, reducing the time and 
cost of drug development



Generative Protein Binder Design
Models: MSA, AlphaFold2, RFdiffusion, ProteinMPNN, Alphafold2-Multimer

Use Cases
• Design novel proteins to bind to a 

target of interest and/or perform a 
desired function.

Value Prop:
• Efficiently explore vast protein design 

space for structures with precise 
functional features

• SOTA speed and scalability over other 
approaches

• Identify high-affinity binders from a 
smaller set of designs



Thank you!
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NVIDIA Clara for Drug Discovery and Development
A Computer-Aided Drug Discovery Acceleration Platform
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Imaging
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Robotics

TARGET
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LEAD
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CLINICAL
TRIALS

DISCOVERY DEVELOPMENT

NVIDIA CLARA



AlphaFold2-Multimer NIM
a major advancement in protein complex structure prediction

+
Protein 

Sequence
Protein 

Sequence
AlphaFold2-Multimer

NVIDIA NIM
3D Structure of

predicted complex

• What does it do?
o Given two amino acid sequences, predict the 3D structure of those two 

proteins binding each other.

• Why this NIM?
o Reference Accuracy: Outperforms previous SOTA protein complex 

prediction methods 
o High Demand: Understanding protein structure is a important part 

of understanding its function and role in health and disease

• Which blueprints are enabled?
• Protein Binder Design
• The process of creating or discovering molecules that selectively bind a target 

protein with high affinity and specificity

Alphafold2-Multimer: https://www.nature.com/articles/s41586-021-03819-2



Molecule protein docking inspired by DiffDock, accelerated and trained by NVIDIA
DiffDock 2.0 NIM

+
Molecule Target Protein Structure DiffDock

NVIDIA NIM
Binding Pose & Binding 
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DiffDock: https://arxiv.org/abs/2210.01776



MolMIM NIM
Make your chemical design search more targeted and efficient

What does it do?
• Controlled molecular generation
• Multiparameter Optimization
• Accepts User-Defined Oracles

Why this NIM?
• Highly Customizable: Tailor molecule generation to specific research 

needs

Workflows Enabled
• Virtual screening
• Rapid computational evaluation of large chemical libraries to identify 

potential hits that can bind to a target
• Lead optimization
• Improve molecular hits from initial experiments to improve 

biochemical qualities needed for a drug (e.g. low toxicity, proper 
distribution)

Generative Lead Optimization

Top-ranked
Molecules

Oracle

MolMIM Lead Molecule 
Variant

Lead 
Molecule(s)

Optimized 
Molecule

Generate

Update

Evolve Evaluate

MolMIM: https://arxiv.org/abs/2208.09016



• What does it do?
o De novo or goal-directed molecular generation 
o Accepts User-Defined Oracles and/or fragment libraries

• Why this NIM? 
o Versatility: SOTA for goal-directed optimization and high performance at diverse 

molecular tasks without task-specific fine-tuning.
o Efficiency: Up to 35% faster generation compared to traditional models. 

• Workflows Enabled
• Virtual screening
• Rapid computational evaluation of large chemical libraries to identify potential hits that 

can bind to a target
• Lead optimization
• Improve molecular hits from initial experiments to improve biochemical qualities needed 

for a drug (e.g. low toxicity, proper distribution)

GenMol NIM: a generalist molecular generation model
a generalist foundation model for molecular generation

Generative Lead Optimization

Fragment
Library

Oracle

GenMol Lead Molecule 
Variant

Lead 
Molecule(s)

Optimized 
Molecule

Generate

Update

Evolve Evaluate

GenMol: https://arxiv.org/abs/2501.06158



Goal-Directed Molecular Generation for Hit to Lead Workflows
GenMol Uses SAFE Molecules For a Variety of Tasks

GenMol: https://arxiv.org/abs/2501.06158



• What does it do?
o Guided, conditional protein structure prediction

o Unconditional protein structure generation

• Why this NIM?
• State-of-the-Art Protein Design via Diffusion: more accurate and flexible 

de novo protein designs compared to many traditional or purely 
sequence-focused models.

• Proven Experimental Validation: designed proteins have been shown to 
fold and function as intended—an important advantage for researchers 
seeking real-world impact.

• Seamless Integration and Community Support: Open-source model with 
an active user community, offering resources, collaborative tools, and 
benchmarks

• Which blueprints are enabled?
• Protein Binder Design
• The process of creating or discovering molecules that selectively bind a target 

protein with high affinity and specificity

RFdiffusion NIM
a leading model in guided protein generation

Target
Protein 

Sequence
RFdiffusion NIM

NVIDIA NIM
Predicted Protein 
Binder Structure

RFdiffusion: https://www.nature.com/articles/s41586-023-06415-8



RFdiffusion NIM
a leading model in guided protein generation

RFdiffusion: https://www.nature.com/articles/s41586-023-06415-8

Protein Binder Design

Protein Scaffolding



ProteinMPNN NIM
a leading model in guided sequence generation

Target
Protein 

Structure
ProteinMPNN NIM

NVIDIA NIM
Predicted Protein 

Sequence

• What does it do?
o Given a protein structure, design a sequence that will fold into it

• Why this NIM?
• High Speed and Scalability: The model is computationally efficient, 

enabling the rapid design of thousands of sequences for a single protein 
backbone. This scalability is ideal for large-scale protein engineering 
projects.

• Experimentally Validated Performance: Has high experimental success 
rates in generating sequences that fold into desired structures and 
maintain functionality

• Which blueprints are enabled?
• Protein Binder Design
• The process of creating or discovering molecules that selectively bind a target 

protein with high affinity and specificity

ProteinMPNN: https://www.science.org/doi/10.1126/science.add2187


















































